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课程内容

1. 半定规划

2. 平方和理论

3. 测度和矩

4. 矩-平方和松弛分层

5. 项稀疏（TS）

6. 变量稀疏（CS）

7. 扩展与应用

8. 软件与实验
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矩-平方和松弛分层

fmin :=


inf

x∈Rn
f(x)

s.t. gi(x) ≥ 0, i ∈ [m]

hj(x) = 0, j ∈ [ℓ]



inf
y

Ly(f)

s.t. Mr(y) ⪰ 0, y0 = 1

Mr−di(giy) ⪰ 0, i ∈ [m]

Ly(xαhj) = 0, ∀|α| ≤ 2r − deg(hj), j ∈ [ℓ]


sup
λ

λ

s.t. f − λ ∈ Q(g)2r + I(h)2r
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性质

• 假定 Archimedean 条件：

ä λr ↗ fmin, λ∗
r ↗ fmin, r → ∞

ä 如果多项式优化问题有唯一最优解 x∗, 那么 limr→∞ Lyr(x) = x∗

ä 一般地, 有限收敛性成立

• 平坦性条件或秩一：达到全局最优，可提取全局最优解
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稀疏单项式基

• 无约束：Newton 多面体⇝ 稀疏单项式基

• f, gi, hj 稀疏：

ä 构造一组稀疏单项式基 v(x) ⫋ [x]r

⇝ Mv(y) := Ly(v(x) · v(x)⊺)
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商环

• 等式约束：hj(x) = 0, j = 1, . . . , ℓ

f − λ ∈ Q(g) + I(h) ⇐⇒ f − λ ∈ Q(g) mod I(h)

ä 利用 Gröbner 基计算一组约化单项式基

ä 在商环 R[x]/I(h) 上建立等式:

f − λ = σ0 +

m∑
i=1

σigi

⇝ 用 Gröbner 基计算 normal form
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例子（二元优化）


inf
x

xQx⊺

s.t. x2i = 1, i = 1, . . . , n

• v(x) = {1, x1, . . . , xn, x1x2, . . . , xn−1xn}

• 等式约束：

xQx⊺ − λ = v(x)Gv(x)⊺ mod I(h)
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例子（二元优化）

基的大小 等式约束个数

原始
(n+2

2

) (n+4
4

)
商环 1 + n +

(n
2

)
1 + n +

(n
2

)
+
(n
3

)
+
(n
4

)
n = 10

原始 66 1001

商环 56 386

n = 20

原始 231 10626

商环 211 6196
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项稀疏型

• f =
∑

α fαxα ∈ R[x], supp(f) := {xα | fα ̸= 0}

• 单项式基：[x]r

• 项稀疏型图 Gtsp(V,E)：

ä V := [x]r
ä {xα, xβ} ∈ E ⇐⇒ xα · xβ = xα+β ∈ supp(f) ∪

∪m
i=1 supp(gi) ∪ [x]2r
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项稀疏型图


inf

x∈R4
f(x) = x41 + x1x22 + x2x3 + x23x24

s.t. g1(x) = 1− x21 − x22 − x23 ≥ 0

g2(x) = 1− x3x4 ≥ 0

1

x21

x22

x23

x24

x1

x2x3x4 x1x2

x1x3 x1x4

x2x3

x2x4

x3x4
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TSSOS 迭代程序

• 对于图 G(V,E)，V = [x]r，定义

supp(G) :=
{

xα+β | α = β 或{xα, xβ} ∈ E
}

• 令 G(0)
0 := Gtsp. 定义图的升链 (G(k)

0 )k≥1：

1 支撑扩张：令图 F(k)
0 具有顶点集 [x]r 和边集

E(F(k)
0 ) :=

{
{xα, xβ} | xα+β ∈ supp(G(k−1)

0 )
}

2 弦扩张：G(k)
0 = (F(k)

0 )′
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支撑扩张

• 考虑图 G(V,E):

V = {1, x1, x2, x3, x2x3, x1x3, x1x2}

E = {{1, x2x3}, {x2, x1x3}}

1 x1 x2 x3

x2x3 x1x3 x1x2
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最大弦扩张

• 考虑图 G(V,E)：

V = {1, x1, x2, x3, x2x3, x1x3, x1x2}

E = {{1, x2x3}, {x2, x1x3}, {x1, x2x3}, {x2, x3}, {x3, x1x2}}

1 x1 x2 x3

x2x3 x1x3 x1x2
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（近似）最小弦扩张

• f = x21 − 2x1x2 + x22 − 2x21x2 + x21x22 − 2x2x3 + x23 + x22x3 − x2x23 + x22x23

• 单项式基：{1, x1, x2, x3, x1x2, x2x3}

x1 x2 x3

x1x2 1 x2x3
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TSSOS 松弛

• 对每个不等式约束 gi ≥ 0，用类似的方式定义图列 (G(k)
i )k≥1

• 令 B(G(k)
i ) 是 G(k)

i 的邻接矩阵

• TSSOS 松弛:



inf
y

Ly(f)

s.t. B(G(k)
0 ) ◦ Mr(y) ∈ S+(G(k)

0 , ?)

B(G(k)
i ) ◦ Mr−di(giy) ∈ S+(G(k)

i , ?), i ∈ [m]

y0 = 1
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半正定补全矩阵刻画

定理
设 G 是弦图，C1, . . . , Ct 是 G 的极大团集. 则 Q ∈ S+(G, ?) 当且仅当

QCi ⪰ 0, i = 1, . . . , t.


• • • ?

• • • •

• • • •

? • • •

⪰ 0 ⇐⇒


• • •

• • •

• • •

⪰ 0,


• • •

• • •

• • •

⪰ 0
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TSSOS 松弛

1 取 G(k)
0 的所有极大团：C0

1 , . . . , C0
t0

2 对每个极大团 C0
p，取 Mr(y) 的主子矩阵MC0p (y)

3 类似地，取局部化矩阵 Mr−di(giy) 的主子矩阵MCip
(y)

4 构造分块矩-平方和松弛⇝ TSSOS 松弛

λ
(k)
r :=



inf Ly(f)

s.t. MC0p (y) ⪰ 0, p ∈ [t0]

MCip
(giy) ⪰ 0, p ∈ [ti], i ∈ [m]

y0 = 1
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TSSOS 松弛分层的性质

对于 QCQP，λ
(1)
1 = λ1

固定稀疏阶数 k，序列 (λ
(k)
r )r≥rmin 单调非减

固定松弛阶数 r，序列 (λ
(k)
r )k≥1 单调非减

使用最大弦扩张，序列 (λ
(k)
r )k≥1 有限步收敛到 λr
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双层下界网络

λ
(1)
rmin ≤ λ

(2)
rmin ≤ · · · ≤ λrmin

≥ ≥ ≥

λ
(1)
rmin+1 ≤ λ

(2)
rmin+1 ≤ · · · ≤ λrmin+1

≥ ≥ ≥

... ... ... ...

≥ ≥ ≥

λ
(1)
r ≤ λ

(2)
r ≤ · · · ≤ λr

≥ ≥ ≥

... ... ... ...
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SDSOS 优化

• DD 矩阵 Q ∈ Sn：Qii ≥
∑

j ̸=i |Qij|, i ∈ [n]

• SDD 矩阵 Q ∈ Sn：存在对角矩阵 D 使得 DQD 是对角占优矩阵

• SDSOS 多项式 f(x)：存在一个 Gram 矩阵是 SDD 矩阵

• SDSOS 优化：

λsdsos := sup
λ∈R

{λ | f(x)− λ ∈ SDSOS}

ä λsdsos ≤ λ(1)
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符号对称性

• 符号对称性：二元向量 θ ∈ {−1, 1}n 使得

∀x ∈ Rn : f(x) = f(θ ◦ x)

• f = x21 + x1x2 + x23
ä θ1 = (−1,−1, 1), θ2 = (1, 1,−1)
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符号对称性诱导分块结构

• 二元矩阵 R：f(x), g1(x), . . . , gm(x) 的所有符号对称性

• 在 [x]r 上定义等价关系 ∼:

xα ∼ xβ ⇐⇒ R⊺(α+ β) ≡ 0 mod 2

ä [x]r =
⊔t0

p=1 B0
p

ä [x]r−di =
⊔ti

p=1 Bi
p

• f = x21 + x1x2 + x23：{1, x1x2, x21, x22, x23}, {x1, x2}, {x3}, {x1x3, x2x3}
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TSSOS 与符号对称性

ä TSSOS 迭代给出的分块结构是符号对称性诱导的分块结构的加细

定理 (Wang, Magron, and Lasserre, 2021)
固定松弛阶数 r, 使用最大弦扩张. 则 TSSOS 迭代给出的分块结构在有

限步内收敛到符号对称性诱导的分块结构.
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稀疏 Putinar’s Positivstellensatz

定理 (Wang, Magron, and Lasserre, 2021)
假设 Q(g) 满足阿基米德条件. 令 R 是 f(x), g1(x), . . . , gm(x) 的所有符

号对称性给出的二元矩阵. 如果 f 在 S 上是严格正的, 则 f 有表示

f = σ0 +

m∑
i=1

σigi,

其中 σi 是 SOS 满足 R⊺α ≡ 0 mod 2, ∀xα ∈ supp(σi), i = 0, . . . ,m.
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软件

• TSSOS：基于稀疏平方和松弛的多项式优化软件包

• GloptiPoly：基于矩松弛的多项式优化软件包

• Yalmip：通用的优化平台，包含 SOS 优化模块

• MOSEK：商业 SDP 求解器
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随机生成的平方和多项式

• f =
∑t

i=1 f2i ∈ randpoly1(n, 2d, t, p)

n 2d TSSOS (Min) TSSOS (Max) GloptiPoly Yalmip

8 8 0.24 1.7 306 10

8 10 0.58 4.8 - 92

9 10 0.50 3.2 - 44

10 12 2.2 12 - 474

10 16 36 15 - -

12 12 8.4 61 - -
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随机生成的具有单形牛顿多面体的多项式

• f = c0 +
∑n

i=1 cix2d
i +

∑s−n−1
j=1 c′jxαj ∈ randpoly2(n, 2d, s)

n 2d TSSOS (Min) TSSOS (Max) GloptiPoly Yalmip

8 8 0.36 8.5 346 31

9 8 1.0 40 - -

9 10 6.6 24 - 322

10 8 1.2 13 - -

11 8 1.7 13 - 655

12 8 10 693 - -
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下次课

• 变量稀疏（CS）
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更多信息见个人主页

https://wangjie212.github.io/jiewang
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