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Abstract

Advancements within Large Language Models(LLMs) have opened a world of op-
portunities within the software development domain. This thesis, through an con-
trolled experiment, aims to investigate how LLMs can be utilized within software
testing, more specifically unit testing. The controlled experiment was performed
using a Python script interfacing with the gpt-3.5-turbo model, to automatically gen-
erate unit tests for React Native components written in TypeScript. The pipeline de-
scribed, performs the calls to the OpenAI Application Programming Interface(API)
iterative. To evaluate and retrieve the metric code coverage, the unit tests were ex-
ecuted with Jest. Additionally, manual execution of failing tests, both compilable
and non-compilable tests were executed and the different kind of errors with their
frequency were documented.

The experiment shows that LLMs can be used to generate comprehensive and
accurate unit tests, with high potential of future improvements. While the amount of
generated tests that compiled were low, their nature was often good, failing because
of easy correctable syntax errors, faulty imports or missing dependencies. The errors
found, were at large part due to project configurations while others would proba-
bly be less frequent through more extensive prompt-engineering or by the use of an
newer model. The experiment also shows that the temperature affected the outcome
and that the type of errors were different between compiling and non-compiling tests.
A lower temperature parameter to the OpenAI API generally achieved better results,
whilst a higher temperature showed greater coverage at compiled failing tests. This
thesis also shows that future opportunities and improvements are widely available.
Through better project optimization, newer models and better prompting, a better
result is to be expected. The script could with further development be turned into a
working product, making software testing faster and more efficient, saving both time
and money while simultaneously improving the test case quality.

Keywords: Unit testing, Large Language Models, AI, ChatGPT, gpt-3.5-turbo,
Software testing, React Native, TypeScript.
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1 Introduction

This is a 15 ECTS Bachelor thesis in Computer science for Linnaeus University. It inves-
tigates the field of Large Language Models (LLMs), specifically OpenAI’s model gpt-3.5-
turbo and its application within software development. LLMs trained on massive amounts
of data, have the ability to create human-like text and perform complex tasks. Within soft-
ware development, much research is dedicated to exploring the different application areas
where the use of LLMs can be useful. One such area is software testing, and one way to
test software is through unit tests.

Unit testing is a core practice within software testing and is performed by testing in-
dividual units or components in isolation with the goal of validating their correctness and
functionality [1]. In this study, we aim to investigate the potential of LLMs in generating
test cases for React Native components written in TypeScript.

1.1 Background

Software development includes a broad range of activities where computer science tech-
niques are used to create, maintain, and enhance software systems. Within this domain,
software testing plays an important role, ensuring the reliability, functionality, and secu-
rity of software applications. Unit testing is a well-used technique within software testing
and involves testing individual units or components in isolation with the goal of validating
their correctness and functionality [1].

Our research focuses on the utilization of Large Language Models (LLMs) within
software testing, more specifically towards LLMs ability in generating unit tests for React
Native components written in TypeScript. Previous research performed in the field of
software testing and the use of LLMs for the generation of unit testing is well-documented
for languages such as Java, Python, and Javascript [2, 3, 4]. There is however a notable
research gap with its application on code written in the React Native framework using
Typescript.

1.2 Related work

Unit testing is an area with a lot of research being made, where LLMs ability to help have
been focused on since the rise of better AI models. According to Wang et al. [5], the
amount of publications in the research area has increased from one article in 2020, to 82
articles as of last year. [5]. According to Daka et al. [6], previous research have shown that
code testing is a labor-intensive task that more often than not is skipped by the developer
if time is crucial. LLMs have been used to generate test cases for several languages
such as Javascript but not TypeScript together with the React Native framework. The
work done [2] shows that LLMs test generation outperforms previous state-of-the-art test
generation methods such as Nessie [7] and that the use of more advanced LLM should
only enhance this. This research is close to our field and serves as a good base and as it
is recently published it is highly relevant [2]. Another article authored by Wang et al [5]
shows that LLMs have been applied to a wide range of testing tasks and have been shown
useful. It does come with challenges though that needs further research. The study relates
to our research as we will explore LLMs ability to test code and as the article is relatively
new the data is not outdated [5].
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1.3 Problem formulation

The framework React Native with the language Typescript is growing fast in popularity
and in need of faster and easier testing. Typescript and React Native testing capabilities
using LLMs haven’t been researched and are in need of a more efficient way to gener-
ate test cases. By addressing the following research questions the knowledge gap can
therefore be narrowed:

1. Can LLMs be used to generate comprehensive and accurate unit tests for React
Native components written in TypeScript?

2. What impact do different temperatures have on the generated unit tests?

3. What type of problems are detected when generating unit tests using LLMs?

1.4 Motivation

Writing unit tests is a tedious, time consuming and costly process in the software devel-
opment workflow. Research from 2019 provides that on average, 23% of a organization’s
annual IT spending’s is dedicated towards quality assurance and testing [8]. There is also
multiple challenges specific to automatic GUI testing, making the process harder. [9]

This research aims to improve front-end testing by providing an effective way of gen-
erating tests. By providing more knowledge on how to utilize LLMs we hope to increase
its usage and thereby also increase the amount of front-end testing performed, streamlin-
ing the process.

Through the first question we aim to address the core functionality of LLMs in gen-
erating unit tests, it helps us understand LLMs capabilities and limitations better. The
second questions explores what effect the parameter temperature has. By exploring the
impact of different temperatures we can fine-tune the LLM, providing valuable intel for
further research. The last question can help developers understand the limitations and
potential faults when using LLMs to generate unit tests.

1.5 Results

As described in chapter 5. By using our script on the provided private project InfoSynk
from Softwerk AB, we show that LLMs can generate comprehensive and accurate unit
tests for React Native components written in TypeScript.

By generating over 1000 different tests, the results shows us that comprehensive and
accurate tests can be generated by the help of LLMs. All the test that was generated was
well written and easy to understand. This shows that LLMs can clearly help with testing
future software in React Native Typescript.

By generating tests with the help of several different temperatures we show the dif-
ference of what the temperature can do. We provide a clear understanding of what the
difference is and how it affects the generated tests.

We also evaluate the tests by running them manually, non-compiled as well as com-
piled to get a clear understanding of what problems have occurred. We provide graphs
over the problems and a discussion on how these may be avoided.
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1.6 Scope/Limitation

The scope of this thesis is limited to React Native components written in TypeScript.
A more general approach testing multiple front-end configurations could have been per-
formed, but is not within the scope for this thesis. The thesis is also limited to gpt-3.5-
turbo, but future work could benefit from testing of other models as well. The thesis work
is also limited to the private system provided by Softwerk AB, called InfoSynk. This lim-
its the thesis to only one source for the testable data, and also makes the inclusion of the
generated tests impossible. The code retrieved from InfoSynk is deployed, allowing us to
assume that it is correct. Therefore, we only test on code that is presumed to be correct.
Including incorrect code that’s knowingly wrong could be beneficial to the experiment,
allowing for a comparison of LLM performance between correct and incorrect code, but
outside the scope for this thesis.

1.7 Target group

This thesis work is targeted towards developers utilizing the React Native framework as
well as data scientists researching large language models. Front-end developers that use
other frameworks may also benefit from this thesis.

1.8 Outline

Our research report is structured into the following chapters. In chapter 2 we describe
the theoretical area and dive into the theoretical background needed to understand this
report. Topics such as React Native, Unit testing and Large Language Models will be
explained. Chapter 3 explains and discusses our method used to answer our research
questions, what tools we used, and how we will utilize them. Chapter 4 describes the
design and implementation, here we will discuss our implementation of our script used
to generate automatic tests. In chapter 5 we show our results, the data we gathered, and
how well the LLM performed on different metrics. In chapter 6 we analyze our results
provided in chapter 5. In chapter 7 we discuss the results and answer whether our research
questions were answered by this research. Lastly in chapter 8 we make a conclusion of
our work and provide an idea of future research work.
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2 Theoretical Background

This chapter discusses the essential theoretical background needed for the research pre-
sented in this paper.

2.1 Large Language Models

Large Language Models (LLMs) are advanced computational models that are designed to
do complex tasks such as generating and understanding human language. The application
of LLMs is large such as language generation, translation, text classification and much
more. The models are trained by the use of a large amount of data to learn patterns,
relationships and structures [10].

Large Language Model is a computational model with the ability of general-purpose
language generation and other tasks such as classification. LLM learn its abilities from
statistical relationships found in text documents, repeatedly predicting the next token,
based on the statistical relationships [10].

2.1.1 Transformers

LLMs leverage deep learning architectures, and one of the most prominent architectures
is known as the Transformer. The Transformer is a architecture developed by Google,
originally proposed in "Attention Is All You Need" [11]. It utilizes self-attention to learn
input sequences efficiently.

In the Transformer architecture, input text is tokenized into discrete units known as
tokens. Each token is then converted into a vector obtained from learned embeddings,
transforming the textual data into vector format, suitable for deep learning models. The
Transformer uses its self-attention, to dynamically weigh the importance of different to-
kens within the input sequence, capturing dependencies and relationships [11, 12].

Within a transformer, one of the crucial components is the decoder network. This
network consists of multiple layers. In these layers, matrix multiplication and softmax
operations are performed. These operations compute probabilities for each word’s chance
of becoming the next word in the sequence. The transformer analyzes the relationships
between different words through these techniques, enabling it to predict the next word
accurately [13, 12].

It is important to note that these operations are also extensively used in the encoder
network, which, along with the decoder, forms the complete structure of a transformer.
The encoder network plays a significant role in processing and understanding the input
sequence, often involving more matrix multiplication and softmax operations compared
to the decoder [13, 12].

The Transformer architecture is applied across various domains, including natural
language processing(NLP), sequence learning, audio processing, and multi-modal learn-
ing. It has served as the basis for developing pre-trained systems such as Generative
Pre-trained Transformers (GPTs) and other models [14].

2.1.2 Softmax

The softmax function is used to turn a vector of K real values into a vector of K real
positive values that sum to 1. It’s responsible for presenting the output vector as a vector
with probabilities. The vector with probabilities is then used for the LLM to choose its
next token to present [14]. The formula for the function is defined as the following:
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σ(−→z )i =
ezi∑K
j=1 e

zj

σ = softmax
−→z = input vector
ezi = standard exponential function for input vector
K = number of classes in the multi-class classifier
ezj = standard exponential function for output vector

A hyperparameter T , temperature could also be applied to the softmax formula to be able
to fine tune it. The formula transforms into the following:

σ(−→z )i =
e

zi
T∑K

j=1 e
zj
T

T = temperature

The standard value for T is 1, but can be altered to change how the probabilities is dis-
tributed within the output vector. A higher temperature value as explained in Section
3.4, results in a more even distribution between the probabilities for each token, result-
ing in a more "random" result. In comparison, a lower value decreases the diversity and
makes the choice of the next token more deterministic, resulting in more predictable and
conservative outputs.

2.2 React Native

React Native is a framework1 used to build native cross-platform applications. Using
React Native enables the developer to use a single code base for web, Android and iOS
but still leverage the performance gained from using native components, as React Native
uses it under the hood.

2.3 TypeScript

TypeScript is much like JavaScript, a powerful language that according to Github [15] is
the fourth most popular language used, only conquered by JavaScript, Python and Shell.
According to David Choi [16] the reason for TypeScripts growth is due to the limitations
JavaScript reveals when developing large applications. Developers quickly realised that
JavaScript was limited in OOP development, and that dynamic typing that is used in
JavaScript is not suited for bigger applications. These limitations resulted in the creation
of TypeScript.

TypeScript is not only a language as it is also a compiler. It uses transpilation, com-
piling the TypeScript files into JavaScript when building a solution. By using TypeScript
developers can easier develop structured code, promoting the use of OOP and static typ-
ing. By using static typing the developers can define types for variables, parameters and
return parameters which tend to help in catching errors during the development. [16].
OOP becomes easier to follow, JavaScript does not support interfaces and abstract classes
meaning that inheritance is much more powerful using TypeScript. TypeScript also adds
the access modifiers private, public and protected.

1https://www.geeksforgeeks.org/what-is-a-framework/
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2.4 Unit Testing

A valuable practice for developers testing software is unit testing. A unit test is according
to Vladimir Khorikov [17] defined as an automated test that verifies a small piece of code,
and does this quickly and in an isolated manner. The first two attributes are non disputable
but different opinions about the third attribute has lead to two different styles, classical and
London. The difference of the schools is portrayed in the way they handle the isolation
issue. The London approach replaces dependencies by dummies, also known as mocks,
while the classical way does not [17].

The main goal of unit testing is to provide projects a good way of growing. Through
the tests new functionality and refactoring can be performed without introducing regres-
sion. The book specifies two main benefits of unit testing, its ability to warn early when
existing functionality is broken and providing confidence that code changes wont lead to
regression [17]. Per Runeson has also researched unit testing and describes the main goal
of unit testing as a way of ensuring a systems functionality [18]. It also makes an im-
portant point that the assurance is towards the developers expectations of how the system
should behave and function, not other stakeholders [18].

2.4.1 Test case structure

There are multiple ways to structure a unit test, but its usually represented after the AAA
pattern Arrange, Act and Assert. The Arrange phase is used to set up the necessary
conditions and inputs for the test, the Act phase involves executing the behavior that you
want to test and the Assert phase checks that the expected outcomes have occurred. There
could be multiple of these sections within a test but would then transform the test into
a integration test and should therefor be avoided. Multiple assert statements within a
unit test is often discouraged, but according to Vladimir Khorikov these statements are
wrong [17]. A unit in a unit test is defined as a unit of behavior and not a unit of code.
Multiple behaviors could therefor be tested and observed within a single unit test, arguing
for the ability to have multiple assert statements within a single test [17].

2.4.2 Testing environment

There are many different testing frameworks available on the market today. Some well
used tools when creating unit tests are for example JUnit2, Jest3 and Jasmine4. These
frameworks are designed to allow for easy creation and execution of unit tests, allowing
developers to ensure the correctness of code in isolation. Jest, which is a framework built
on top of Jasmine also allows for integration and snapshot tests.

Selenium5 on the other hand is not a framework but rather a set of frameworks bundled
into a suite. Its primary use is to create and run tests at the UI layer of a web application,
also known as UI testing. It supports languages such as C, Java and JavaScript, and it can
be used together with for example Jest to automate functional tests on websites and web
applications. Each of the testing frameworks provides the developer with rules and tools.
Through the use of the frameworks developers can efficiently create, manage and execute
test on their code, assuring that its correct and of high quality.

2https://junit.org/junit5/
3https://jestjs.io/
4https://jasmine.github.io/
5https://www.selenium.dev/
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3 Method

This research project has been created to answer the different research questions and
knowledge gap identified in this paper. This chapter will provide the description of the
project together with the methods used to answer the research questions and to cover the
knowledge gap.

3.1 Research Project

This research project explores the use of LLMs in generating unit tests for React Native
components written in TypeScript. A script will be developed to automatically generate
unit tests for the React Native components. It will also generate statistical files containing
data to be analysed.

To answer the research questions we will perform a controlled experiment [19]. In
the experiments we will have independent and dependent variables. The hyperparameter
temperature, used when prompting gpt-3.5-turbo is an independent variable. It’s the only
variable we intentionally vary during the experiment. The metrics used to assess the
quality of the unit tests, explained in Section 3.3.4, are examples of dependent variables.
These are what we observe changing in response to the manipulation of the independent
variables.

The research will be performed in collaboration with Softwerk AB which will provide
testable React Native components from one of their existing private codebases. Further
development is performed on the product InfoSynk to generate more React Native com-
ponents and thereby testable data.

3.2 Research methods

To answer the research questions, we did a quantitative study using experiment method
as described in Experimentation in Software Engineering [19]. In the experiment, by an-
alyzing the statistics and different temperatures in detail, we got a good understanding on
how well an LLM can generate unit tests, how different temperatures affects the outcome
and the quality of the unit tests generated.

The experiment was performed through the use of the model gpt-3.5-turbo. It gen-
erated test cases for React Native TypeScript components. From the experiment we was
able to retrieve metrics described in Section 3.3. This process was repeated ten times, im-
proving validity as well as reliability. From the data we were able to evaluate the quality
of the test cases, the models ability to generate test cases and how the hyperparameter
temperature described in Section 2.4 affects the result, answering our first two research
questions. The second part of the experiment was then performed by manually executing
the failed tests generated in the first part. Both non-compilable and compilable tests was
included, and after execution the errors was documented. From the data concluded in the
second part of the experiment we were able to detect what type of problems occur when
generating and running unit tests, and how errors in non-compilable and compilable unit
tests differentiate, thereby answering our third research question.

3.3 Evaluation metrics

In this chapter we will discuss the different metrics that will be used in this study for the
evaluation of gpt-3.5-turbo.
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3.3.1 Passing rate

Passing rate is a metric that tells us the percentage of passing tests. For each of the 49
components we try ten times to generate a passing and compilable test and then set true
or false. After all tests have been generated for all components we measure how many
components have a passing test. It’s a crucial metric in determining the LLMs generative
ability, and by analyzing it we can also determine if different temperatures described in
Section 2.3.5 impact this.

3.3.2 Code coverage

Code coverage is a metric used to measure how extensive a unit test tests the code [20],
used by many companies as a control before allowing the developers to deploy or upload
their code. The study will measure branch coverage, line coverage, statements coverage
and function coverage, all of which is provided by the test library Jest. The code coverage
will be generated after each test and will only be measured for the component under test.
Line coverage measures the percentage of executable code lines that the test executes.
Branch coverage measures the percentage of tested decision points in the code. A decision
point is for example a "if statement" or a "loop". It checks both for negative and positive
condition of a decision point. Statement coverage is much like line coverage but takes
multiple statements in a single line into consideration as well. Function coverage is the
percentage of functions within a components, that the unit test tests [20].

3.3.3 Change frequency

Change frequency measures how many times it will take for the LLM to generate a passing
test. The tests will be generated by the LLM and if it’s unable to compile, the failed test,
error messages and the original message will be sent back. After 5 tries the generation
will end if none of the tests generated has managed to pass or compile.

3.3.4 Test-case Quality

Test case quality is measured through the previous named metric code coverage. It’s hard
to evaluate how well a unit test tests a component quantitatively. The metric mutation
score has been used in previous research [21] relatable to our work, but unavailable to this
thesis. Mutation score measures the amount of bugs a unit test discovers, but to measure it
you need access to faulty data with documented faults [22]. The authors of this thesis were
to the best of their knowledge unable to find such dataset for React Native components
written in Typescript, instead relying on the test coverage for determining the test case
quality.

3.4 Temperature

Temperature is a hyperparameter used when prompting that affects the probability of
which token is the next to be selected. A lower temperature results in a more determin-
istic result while a higher value could lead to more diverse and creative outputs [23].
Temperature does not measure the quality of unit tests, but it affects the outcome as seen
in "An initial investigation of ChatGPT unit test generation" [21] and could therefore be
useful when evaluating the models ability to generate test cases.
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3.5 Reliability and Validity

Reliability could be affected if the React Native components have a non-representative
sample. Our data will be retrieved from an existing codebase where certain coding prac-
tices can be applied. If these practises do not align with the industrial standard or differ
from a readers data then the result could be affected. Another potential concern is that
large language models relies on randomness, increasing the difficulty in reproducing our
results. By conducting the experiment multiple times we can reduce this risk and increase
reliability.

One of our validity concerns is that we are only testing on one LLM, gpt-3.5-turbo,
when research like this could have been performed on several models. There is also a
risk that its answers are more error prone due to its data cutoff date. But if the models
follow the trends in performance seen between previous models, one could argue that its
probable that the result should only improve with the use of newer models. Sampling bias
is another concern, as we will only test on Softwerk AB code. The codebase provided
from Softwerk AB is under a NDA-agreement and we can therefore not provide the code
or test-cases generated, but only the result from it.

3.6 Ethical considerations

This thesis work does not include data related to individuals, and no code provided are
linked to any political, personal, or sensitive opinions. However, the subject of this thesis,
is within AI, specifically LLMs, and this introduces various ethical considerations.

The use of LLMs when testing code could give developers a false sense of trust. A
developer should always examine and review code generated by LLMs, but this step could
easily be overlooked or skipped. Additionally, the tests generated could compile and
pass, while having poor quality. Measuring test quality is a hard task and a large part of
determining if a test is good or bad, lies in the eyes of a developer. If the developer fails
to recognize a fault in the code or lack of quality it could lead to errors and vulnerabilities
in the software.

Another ethical consideration to be made and discussed about is the possibility that
utilizing LLMs could negatively impact advancements within software testing. The model
used in this thesis gpt-3.5-turbo, has a training data cutoff at September 2021 [24]. This
does not only hinder developers from using it for newer technologies created after 2021,
but could also promote old testing techniques and practices. Newer, better techniques may
have been introduced and this delves into the next problem to consider. Using a model
could remove the need for developers to discuss and further enhance testing practices,
resulting in fewer advancements.

There is also little to no documented research on how the use of LLMs in a develop-
ment environment psychologically affects developers. While this could potentially lead
to increased efficiency, there are concerns that it may have negative effects on creativity,
problem-solving skills and decreased job engagements. It could also affect the team dy-
namic between coworkers, shifting the interactions from collaborative problem-solving to
individual interactions with automated tools.
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4 Implementation

This chapter describes the implementation and technical artifacts needed to conduct the
controlled experiment. In the controlled experiment 49 different testable React compo-
nents written in TypeScript were retrieved from the system InfoSynk described in Section
4.4, and used to generate test files using gpt-3.5-turbo. For each component the script
generated ten files, increasing the chances of generating a passing test and for each file,
the API was given five possibilities of generating a compilable and passing test file. The
data gathered were then used to see how well the LLM performed, to compare different
temperatures and to see what issues may occur. The temperatures that was used was 0.2,
0.6 and 1, meaning that for each temperature we generated 490 test files. After the gen-
eration of tests were done for each temperature we manually ran and examined the tests.
Through the setup described we were able to answer all of our research question presented
in Section 1.3. The experiment setup took inspiration from previous research published
in "No more manual tests?" [4], where similar artifacts were developed to retrieve their
results. It was for this project deemed the best solution to retrieve quantitative data in a
time efficient manner, automating larger parts of the process.

4.1 Pipeline

For this thesis a Python script was developed that finds all the tsx files inside a project,
and forwards them to the gpt-3.5-turbo model with prompts discussed in Section 4.2. The
script works in iterations:

1. The .tsx file is sent to the API.

2. The script receives a unit test from the API.

3. The script runs the unit test through Jest.

• Does it compile?
• Does the unit test pass or fail?
• The branch coverage, line coverage, statements coverage and function cover-

age.

4. If the test compiles and passes.

• A csv file with statistics for the file is generated.
• The iteration starts over from step one and sends the tsx file again, this is done

ten times per file.

5. If the test doesn’t compile or fails.

• The original prompts gets sent back together with the failed test and failing
logs.

• This is done five times if the unit test keeps failing.
• If the test doesn’t compile or pass after five times the csv file gets appended

with the failing data.

As stated in the enumeration above each file is sent to the API ten times for each
temperature tested. The files will be resent together with the failing unit tests and their
corresponding logs a maximum of five times, if it doesn’t pass by then the unit test gen-
erated will be marked as a failed attempted.
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4.2 Prompts

The model gpt-3.5-turbo accepts three different types of prompts [25]:

• System

• Assistant

• User

The system role is used to tell the model what it is supposed to act like. The prompt used
for this research is: "You are a helpful software tester for React Native components using
the test framework Jest".

The assistant prompt is used to complement a request, with each request we send this
prompt as an assistant prompt: "Always only send back the testcode and no other content"
The assistant role is also used for sending in failing unit tests with their logs, as we ask the
API to try again and fix its mistakes. If the assistant has failed with generating a passing
test five times in a row, we mark the test as a failure.

The user prompt is used for asking the API to do something. The first request uses
the following as the user prompt: "I need unit tests for the React Component. Only
return the code and never surround it with anything. Don’t test elements that is not in the
component. Don’t surround the testcode with ”’jsx”’. Import the React Component from
{path_to_react_component} (Remove the .tsx in the import). You should always write the
full tests with assertions. Mock as much as possible. The React Component to be tested:
react_component_text". The path to react component lets the API know where it should
import from, whilst the react component text is the actual tsx file content.

Requests when retrying to generate a passing test: "Fix the test file by controlling the
React Component again and the failed tests, using the error logs., make sure you rewrite
the whole file but only fix the error. This is the original prompt:{prompt}". Where prompt
is the first request we made to the API.

4.3 Tools

The tools used for the implementation are Visual Studio Code, GitHub, GitLab and Git
Bash. Visual Studio Code is one of the most well used code editors, used in this thesis
work for development, executing of the script, and to implement the testing framework
and script in the InfoSynk project. GitHub were used for version management allowing
us to co-work on the development of the script. GitLab were used similarly, used for
version management when developing in InfoSynk. Git Bash provides a Bash emulation,
used to run Git from command lines. GitHub as well as GitLab and Git Bash are industry
standards often used in the development process, allowing for an efficient workflow.

4.4 System

The system used for this research is called InfoSynk and is provided by Softwerk AB.
It is private property of Softwerk AB and can’t be disclosed in too much detail due to a
non-disclosure agreement between Softwerk AB and us. InfoSynk is a React Native app,
written in Typescript, deployed for several customers both on web, iOS and Android. It
is an information platform, were customers can upload information that they want their
employees to have easy access to. The application is in active development and used by
many customers today. Having a active project with realistic data was the main motivation
for the decision to work within InfoSynk.

11



4.5 Dependencies

To be able to generate unit tests for the React components a testing environment had to
be established. The testing environment uses Jest as testing framework together with the
compiler Babel. A testing environment has to be setup and manually modified to work
with the existing InfoSynk codebase. While these settings are individual for different
projects, the availability offers transparency, and could perhaps aid in a recreation of the
experiment. The following dependencies are used to compile and run the unit tests:

• @babel/preset-env 7.24.5

• @babel/preset-react 7.24.1

• @babel/preset-typescript 7.24.1

• @testing-library/jest-dom 6.4.5

• @testing-library/react 15.0.6

• @testing-library/react-native 12.5.0

• @types/jest: 29.5.12

• jest 29.7.0

• jest-enviroment-jsdom 29.7.0

• ts-jest 29.1.2

• react-test-renderer 18.3.1

12



5 Results

This chapter presents the results from the controlled experiment. In the controlled experi-
ment we used the codebase in InfoSynk to gather test data, retrieving 49 different testable
React components. For each component, 10 tests were generated per temperature, and the
temperatures tested were 0.2, 0.6 and 1. For each temperature we therefore generated 490
tests, and of these tests, only the tests that compiled and had a coverage value above zero
where included. A test can therefore pass, but still not be used in our calculations below.
As previously mentioned 3.5, the codebase was provided by Softwerk AB and is under an
NDA, therefore no generated unit tests will be disclosed as they are private property.

In the Sections 5.1, 5.2, 5.3 we provide the specific results for the different tempera-
tures used in the experiment. Coverage, as explained in Section 2.3.2 is provided as well
as how many tests managed to compile and pass alternatively fail. The statistics also pro-
vides how many tries on an average it took to generate a passing test. Important to note
is that failed tests always have an average of five tries as the LLM was given that many
opportunities to make the test pass.

5.1 Temperature 0.2

Table 5.1 shows that a temperature of 0.2 resulted in 32 passing and 34 failed unit tests.
The passing unit tests resulted in an average of 100% on all of the coverage metrics. It
had a 13.4% chance of generating a compilable test out of the 490 tries with any cover-
age above zero. Out of the 66 compilable unit tests there was a 48.5% chance that the
test passed and 51.5% chance that the test failed. A failing test had on average 62.14%
statement-, 34.64% branch-, 36.5% function- and 61.43% line coverage.

Status Tries # Compiled tests Statement % Branch % Function % Lines %
Passed 2.19 32 100 100 100 100
Failed 5 34 62.14 34.64 36.50 61.43
Total 3.64 66 80.50 66.33 67.29 80.13

Table 5.1: Statistics for tests with coverage with a temperature of 0.2

5.2 Temperature 0.6

Table 5.2 shows that a temperature of 0.6 resulted in 27 passing and 32 failed unit tests.
The passing unit tests resulted in an average of 100% on all of the coverage types. It had a
12.0% chance of generating a compilable test out of the 490 tries with any coverage above
zero. Out of the 59 compilable unit tests there was a 45.8% chance that the test passed
and a 54.2% chance that the test failed. A failing test had on average 79.99% statement-,
50.93% branch-, 61.19% function- and 79.66% line coverage.

Status Tries # Compiled tests Statement % Branch % Function % Lines %
Passed 2.07 27 100 100 100 100
Failed 5 32 79.99 50.93 61.19 79.66
Total 3.66 59 89.15 73.39 78.95 88.97

Table 5.2: Statistics for test with coverage with a temperature of 0.6
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5.3 Temperature 1

Table 5.3 shows that a temperature of 1 resulted in 20 passing and 32 failed unit tests.
The passing unit tests resulted in an average of 100% on all of the coverage types. This
resulted in a 10.6% chance of generating a compilable test out of the 490 tries with any
coverage above zero. Out of the 52 compilable unit tests there was a 38.5% chance that
the test passed and 61.5% chance that the test failed. A failing test had on average 81.09%
statement-, 83.36% branch-, 83.65% function- and 88.35% line coverage.

Status Tries # Compiled tests Statement % Branch % Function % Lines %
Passed 2.25 20 100 100 100 100
Failed 5 32 81.09 72.56 73.44 81.08
Total 3.94 52 88.36 83.12 83.65 88.35

Table 5.3: Statistics for test with coverage with a temperature of 1

5.4 Combined coverage

As seen in fig. 5.1, the average coverage for failing unit tests are dependant on the tem-
perature. The temperature of 0.2 provides worst coverage on all coverage metrics, while a
temperature of 1.0 provides best coverage on every coverage metric except the statement
coverage.

Figure 5.1: Average coverage of compilable failing tests

5.5 Test errors

There were many different scenarios where a generated test would fail to compile. Some
common reasons for this is due to faulty importing, syntax errors, file transformation
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errors or missing dependencies. The distribution of errors, for both compilable and non-
compilable unit tests, is visualized in fig. 5.2 and fig. 5.3. The errors are explained in
table 5.4.

Figure 5.2: Errors on non-compilable tests

Figure 5.3: Errors on compilable failed tests
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Name Description

File transformation error
Transformation error is an error that is given when the

compiler can’t compile the file. This could be an issue with
node_modules, js files or other types of files.

Wrong import path

Wrong import path is an error that means that the generated
test file points to wrong directory or file in a import

paths. This mostly happened when the generated test file
was mocking a file.

Syntax error

Syntax error is an error that violates the rules of the
coding language. This could be missing semicolons
parentheses or other symbols. It could also be that

the generated file tries to use a function that
does not exist.

Syntax error import
Syntax error import was mostly the misuse

of { } or trying to import modules that
does not exist.

Missing import
Missing import is an error that occurs when the

generated test files uses functions that isn’t
imported.

Missing dependency
Missing dependency is an error that occurs when

a dependency is not installed that is required.

Syntax error element

Syntax error element is when the generated test
tries to find an element that does not exist,
for instance looking for a button with the

id="testId" when it doesn’t exist a button with that id.

@testing-library/jest-dom
A very common error for temperature 0.6 and 1.

This occured when the generated test used functions
originating from this import, but it didn’t import it.

Enzyme requires adapter

Error that occurs when the generated test uses Enzyme
but doesn’t configure an adapter for it, which is required

to use Enzyme. Enzyme is a testing utility
for react applications, used for rendering of components.

Table 5.4: Description of the different errors
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6 Analysis

This chapter provides an analyze of our results, chapter 6.1 analyses how different tem-
peratures affected the tests that was generated. In chapter 6.2 an analysis of the unit tests
is conducted to find common patterns in the errors, and general characteristics.

6.1 Code coverage

By analysing the statistics and test files generated from the different temperatures, we
were able to observe differences when using different temperatures. The statistics dis-
played in Section 5 shows that a higher temperature resulted in fewer compilable unit
tests. A manual analysis of the non-compilable tests was then conducted. This showed
us that the tests were well written and at large mostly written in the same way, but higher
temperature had a tendency of making more mistakes regarding importing, resulting in
a non-compilable test. The statistics also show that the lower the temperature was the
higher the chance was of generating a passing test. Notable, however is that a higher
temperature resulted in a better coverage on failing unit tests, contrary to passing once.

6.2 Test errors

As shown in fig. 5.2 and fig. 5.3 there are many reasons for a test to fail. The most
common issue for the non-compilable unit tests, where a wrong import path, correctable
by changing the path. For the compilable unit tests, it was the missing of the import of
@testing-library/jest-dom. There are many observations to be made both when analysing
the individual graphs, but also when comparing them. A temperature of 0.2 had for exam-
ple no instances where it forgot to import the @testing-library/jest-dom and there where
also no file transformation errors or wrong import paths in the compiled failed unit tests.
This suggest that a unit test can’t compile when a error like this occurred, compared to
syntax error which is found in both graphs, not always resulting in a non-compilable test.
To retrieve the data in fig. 5.2 and fig. 5.3 the authors manually ran the tests and observed
the error messages as well as the code. Something noteworthy is that according to the
authors, the tests were at large well written, with good descriptions of what was tested,
and well structured with the AAA pattern described in Section 2.4.1.
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7 Discussion

This chapter evaluates and discusses the research questions relative to the results provided
through the controlled experiments.

RQ1: Can LLMs be used to generate comprehensive and accurate unit tests for
React Native components written in TypeScript?

A controlled experiment were in this thesis conducted to answer if an LLM is able to
generate unit tests, how well it is able to generate unit tests, what quality the unit tests
have and what problems occur when generating unit tests. Such experiment had previ-
ously been performed on other coding languages and frameworks but not on React Native
components written in TypeScript.

This study was to the best of our knowledge the first performed within the field on
React Native components, making direct comparable data unavailable. But through the
controlled experiments we where able to generate data, able to answer the previous stated
questions. We can through the quantitative data displayed in Section 5 conclude that it
indeed was able to generate comprehensive and accurate unit tests. The experiment was
performed three separate times, one for each temperature, generating a total of 1490 test
files. The content of the test files showed similar results, regarding temperature, indicating
that the same result would most likely be achieved if performed again.

RQ2: What impact do different temperatures have on the generated unit tests?

The first controlled experiments were performed with different temperatures, and the re-
sult of these experiments tells us that different temperatures do impact LLMs ability to
generate unit tests. The hyperparameter temperature, as explained in Section 3.4 affects
the probability for the next token to be chosen. A lower temperature makes the LLM
more deterministic and the opposite is true for higher temperatures. In the experiment,
the lowest temperature of 0.2 performed best, achieving the most amount of compilable
unit tests, needing the fewest amount of tries and with the highest possibility of generat-
ing a passing test. The effect of different temperatures have been documented in previous
research, but as their prompting techniques and code language differs a direct comparison
can’t be made.

RQ3: What type of problems are detected when generating unit tests using LLMs?

The second part of the experiment was performed by manually running 48 failed unit
tests on three different temperatures, both compilable and non-compilable, documenting
the different errors that occurred. There are many conclusions that can be made from the
data retrieved. The experiment answers the research question well, clearly indicating the
main cause for the non-compiling unit tests inability to compile. The compilable unit tests
had a higher spread when comparing the frequency of the different problems, potentially
due to the lower amount of unit tests. The two graphs also provide a good indication on
how the errors differentiate between the compilable and non-compilable tests.

While the findings to all three research questions are promising, suggesting that LLMs can
effectively generate unit tests for React Native components written in TypeScript, the re-
sults should be generalized with caution. Further studies with varied components, LLMs,
and environments are recommended to reinforce the confidence in these conclusions.
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8 Conclusions and Future Work

In this chapter we present our final conclusion from this research and work, we also
highlight future possibilities.

8.1 Conclusion

To answer the research questions, we created a Python script capable of generating test
files for React Native components written in TypeScript by the use of the model gpt-3.5-
turbo. The script and API clearly shows acceptable and interesting results, managing to
generate well written and working tests for the React components. The process of gen-
erating unit tests was also conducted using various temperatures to explore the potential
effects of different settings.

The results clearly shows that LLMs can be used to generate comprehensive and ac-
curate tests for React Native TypeScript components. All tests generated did not compile,
but even if the test didn’t compile they still showed great potential and most often failing
due to minor mistakes. Most of the mistakes were easily correctable, and with an newer
model, or a model that can be fine-tuned on the specific codebase, many of the problems
could probably be avoided. From the experiment the results also show that prompting
with different temperatures affects the results. The higher the temperature was, the more
importing errors was made. However, the tests were written in an accurate and com-
prehensive way no matter what temperature was used, and higher temperatures actually
showed better coverage for failed compilable tests when compared to the lower temper-
ature. From this we can deduce that different temperatures do have a large impact, and
from the results presented in this paper, a lower temperature is recommended as it had a
better ability to generate compilable unit tests.

The results also highlights the different errors made by the gpt-3.5-turbo model, illus-
trated in fig. 5.2 and fig. 5.3. Most issues were due to file transformation errors, wrong
import path or syntax errors explained in table 5.4. These errors with the right dependen-
cies and setup would most likely be less frequent. As analysed in Section 7 and discussed
in Section 8 most errors occurred due to imports pointing to the wrong folder or missing
dependencies. This could be counteracted by implementing the script from start, making
it work better with the dependencies of the project. The ability to ensure that the test files
were generated next to the file that was under testing would emerge, probably decreasing
importing errors.

The thesis shows that LLMs can be useful in generating unit tests for React Native
components, possibly increasing the workflow efficiency within a project. Even if the
tests were not always compiling and passing they could still be valuable to the industry.
By generating tests and then correcting potential issues it can reduce the development
time significantly. More time can be used on perfecting the unit tests, resulting in higher
quality, leaving more time to do extensive testing. If a company were to use an enterprise
model or train their own model on their codebase, improvements in test case quality is
highly possible. The codebase used within this thesis is an active and newly developed
product, arguing for the test data to be realistic and the result therefore highly relevant to
the industry.

The knowledge gap explained in Section 1.1 and Section 1.3 is with this thesis cov-
ered. By the results we can observe that time can be saved by generating unit tests with
the use of an LLM. It can help save time for developers who might normally skip the test-
ing process or doesn’t have the required knowledge of writing good test cases. Previous
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research had been done for other frameworks and languages, but to the best of our knowl-
edge not for React Native TypeScript. Through this experiment and thesis, we show that
the use of LLMs is a valid and possible option.

8.2 Future work

There are multiple directions available moving this work forward. The easiest change with
the highest possibility of receiving a better result, would in our opinion be the testing of
other large language models, such as gpt-4. If large language models follows the trend
of improvements seen between previous models, one could assume future models would
perform better. This was unavailable for us due to the high cost of gpt-4. The relationship
between the effect of temperature and other models would also be of great interest. The
second area to further investigate is prompt engineering. For this thesis work, very little
time was spent on experimenting with different prompts. Different prompts can have a
great effect on LLMs and experimenting with different prompts could be of high value. It
could also be of great value to test LLMs on a open-source library, or another codebase.
Retrieving all components from one codebase causes limitation and potentially bias, but
there is also another potential advantage. If tested on a codebase with existing unit tests,
the tests could be used to train the model, enhancing its generative abilities. The model
could also be trained on the whole project, making it more optimized to generate tests for
said project.

Another path available is to further develop our test generation script, further develop-
ing the artifact into a complete product. A tool for automatically generating unit tests for
React Native components could give much value. It’s a well used framework and the use
of such product could cut down the development time and thereby cost of projects. The
reconstruction into a tool could include giving a private large language model full access
to the source code, removing the chance to generate unit tests with faulty import paths,
probably improving its ability to generate compiling unit tests.
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