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1 Preface 

1.1 Revision History 
Date Version Image Version Description 

2013-11-1 Version 1.0 - Initial Version. 
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2 Configuring Flow 

2.1 Overview 
V330 supports to manage the flow table with static configurations. User could add flow, 

modify flow actions, delete flows, or query flow and table statistics by command line 

interface or OpenFlow channel messages. 

V330 supports OpenFlow physical port (port 1 to 48), GRE logical port (port 201 to 263) and 

reserved port numbers in_port (0xfff8), all (0xfffc), and controller (0xfffd). 

V330 supports the following matching fields: Ingress Port (in_port), VLAN ID (dl_vlan), 

VLAN priority (dl_vlan_pcp), Ether source (dl_src), Ether destination (dl_dst), Ether type 

(dl_type), IP source (nw_src), IP destination (nw_dst), IP proto (nw_proto), IP ToS bits 

(nw_tos), TCP/UDP source port (tp_src) and TCP/UDP destination port (tp_dst). User may 

also specify additional options for flows: priority, idle_timeout and hard_timeout. 

V330 supports the following actions: Forward (output), Drop, and Modify-Fields (which 

includes Set VLAN ID, Push one/two new vlan tags, Pop one/two vlan tags, Modify Ethernet 

source MAC address and Modify Ethernet destination MAC address). 

The following sections describe typical topology and configuration examples for you to 

manage the flow table with command line interface on V330. 

2.2 Configuration Topology 

In the following configuration examples, a typical network topology is setup as in Figure 2-1, 

an OpenFlow switch (Switch1) connects to 2 hosts from port 1 to port 2 respectively, port 3 

connects to another OpenFlow switch (Switch2), and these two switches connect to a 

controller. 
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Figure 2-1 : Typical OpenFlow Configuration Topology 

 

2.3 Configuring Flow With Action Forward To Single Port 

A flow can be configured on Switch1, it matches flow with fields: “in_port=1, 

dl_src=00:00:00:00:00:01, dl_dst=00:00:00:00:00:02, dl_type=0x0800(IP)” and action: 

forward to port 2. 

Switch 1 

% ovs-ofctl add-flow br0 "in_port=1, 

dl_src=00:00:00:00:00:01,dl_dst=00:00:00:00:00:02,dl_typ

e=0x0800, actions=output:2" –O openflow13 

Redirect matching packets from port 1 to 

port 2. 

Validation commands 
Verify the configurations of flow with action forward to single port on Switch1. 

% ovs-ofctl dump-flows br0 –O openflow13 
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OFPST_FLOW reply (OF1.3) (xid=0x4): 

 cookie=0x0, duration=6.677s, table=0, n_packets=0, n_bytes=0, 

ip,in_port=1,dl_src=00:00:00:00:00:01,dl_dst=00:00:00:00:00:02 actions=output:2 

2.4 Configuring Flow With Action Forward To All Ports 

A flow can be configured on Switch1, it matches flow with fields: “in_port=1, dl_vlan=10, 

dl_vlan_pcp=3, dl_type=0x0800 (IP)” and action: forward to all ports. 

Switch 1 

% ovs-ofctl add-flow br0 "in_port=1, dl_vlan=10, 

dl_vlan_pcp=3,dl_type=0x0800, actions=all" –O 

openflow13 

Redirect matching packets from port 1 to 

all ports. 

 

Validation commands 
Verify the configurations of flow with action forward to all ports on Switch1, not including 

ingress port 1. 

% ovs-ofctl dump-flows br0 –O openflow13 

OFPST_FLOW reply (OF1.3) (xid=0x4): 

 cookie=0x0, duration=2.039s, table=0, n_packets=0, n_bytes=0, 

ip,in_port=1,dl_vlan=10,dl_vlan_pcp=3 actions=ALL 

2.5 Configuring Flow With Action Forward To Controller 

A flow can be configured on Switch1, it matches flow with fields: “dl_type=0x0800, 

nw_tos=8, tcp, tp_src=80, tp_dst=90” and action: forward to controller. 

Switch 1 

% ovs-ofctl add-flow br0 

"dl_type=0x0800,nw_tos=8,tcp,tp_src=80,tp_dst=90 

actions=controller" –O openflow13 

Redirect matching packets from any ports 

to controller. 
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Validation commands 
Verify the configurations of flow with action forward to controller on Switch1. 

% ovs-ofctl dump-flows br0 –O openflow13 

OFPST_FLOW reply (OF1.3) (xid=0x4): 

 cookie=0x0, duration=4.567s, table=0, n_packets=0, n_bytes=0, 

tcp,nw_tos=8,tp_src=80,tp_dst=90 actions=CONTROLLER:65535 

2.6 Configuring Flow With Action Drop 

A flow can be configured on Switch1, it matches flow with fields: “in_port=1, 

dl_type=0x0800”, and action: drop. 

Switch 1 

% ovs-ofctl add-flow br0 "in_port=1, dl_type=0x0800, 

actions=drop" –O openflow13 

Drop matching packets from port 1. 

 

Validation commands 
Verify the configurations of flow with action drop on Switch1. 

% ovs-ofctl dump-flows br0 –O openflow13 

OFPST_FLOW reply (OF1.3) (xid=0x4): 

 cookie=0x0, duration=2.747s, table=0, n_packets=0, n_bytes=0, ip,in_port=1 

actions=drop 

2.7 Configuring Flow With Action Modify Layer 2 header 

and Forward to multiple ports 

A flow can be configured on Switch1, it matches flow with fields: “in_port=1, dl_vlan=10, 

dl_src=00:00:00:00:00:01, dl_dst=00:00:00:00:00:02,dl_type=0x0800” and actions: 

mod_vlan_vid:11, mod_dl_src:00:00:00:00:00:03, mod_dl_dst:00:00:00:00:00:04, forward to 

port 2 and port 3. 
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Switch 1 

% ovs-ofctl add-flow br0 "in_port=1, dl_vlan=10, 

dl_src=00:00:00:00:00:01,dl_dst=00:00:00:00:00:02,dl_typ

e=0x0800, 

actions=set_field:11->vlan_vid,set_field:00:00:00:00:00:03

->eth_src,set_field:00:00:00:00:00:04->eth_dst, output:2, 

output:3" –O openflow13 

Modify layer 2 headers and multicast 

matching packets from port 1 to port 2, 

and port 3. 

 

Validation commands 
Verify the configurations of flow with action modify layer 2 header and forward to multiple 

ports on Switch1. 

% ovs-ofctl dump-flows br0 –O openflow13 

OFPST_FLOW reply (OF1.3) (xid=0x4): 

 cookie=0x0, duration=2.79s, table=0, n_packets=0, n_bytes=0, 

ip,in_port=1,dl_vlan=10,dl_src=00:00:00:00:00:01,dl_dst=00:00:00:00:00:02 

actions=set_field:11->vlan_vid,set_field:00:00:00:00:00:03->eth_src,set_field:00:00

:00:00:00:04->eth_dst,output:2,output:3 

2.8 Configuring Flow With Action Modify Layer 3 header 
and Forward to multiple ports 

The switch supports flow action mod_nw_dst. For flow with mod_nw_dst, the dl_type in the 

match field should be 0x0800 (ip). 

A flow can be configured on Switch1, it matches flow with fields: “in_port=1, dl_vlan=10, 

dl_src=00:00:00:00:00:01, dl_dst=00:00:00:00:00:02,dl_type=0x0800” and actions: 

mod_vlan_vid:11, mod_dl_src:00:00:00:00:00:03, 

mod_dl_dst:00:00:00:00:00:04,mod_nw_dst:1.2.3.4 forward to port 2 and port 3. 
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Switch 1 
% ovs-ofctl add-flow br0 "in_port=1, dl_vlan=10, 

dl_src=00:00:00:00:00:01,dl_dst=00:00:00:00:00:02,dl_typ

e=0x0800, 

actions=set_field:11->vlan_vid,set_field:00:00:00:00:00:03

->eth_src,set_field:00:00:00:00:00:04->eth_dst,set_field:1.2

.3.4->nw_dst, output:2, output:3" -O openflow13 

Modify layer 2 and layer 3 headers and 

multicast matching packets from port 1 to 

port 2, and port 3. 

 

Validation commands 
Verify the configurations of flow with action modify layer 3 header and forward to multiple 

ports on Switch1. 

% ovs-ofctl dump-flows br0 –O openflow13 

OFPST_FLOW reply (OF1.3) (xid=0x2):  cookie=0x0, duration=2.371s, table=0, n_packets=0, 

n_bytes=0, ip,in_port=1,dl_vlan=10,dl_src=00:00:00:00:00:01,dl_dst=00:00:00:00:00:02 

actions=set_field:11->vlan_vid,set_field:00:00:00:00:00:03->eth_src,set_field:00:00

:00:00:00:04->eth_dst,set_field:1.2.3.4->ip_dst,output:2,output:3 

 

2.9 Configuring Flow With Action Modify Layer 4 header 
and Forward to multiple ports 

The switch supports flow action mod_tp_dst. For flow with mod_tp_dst, the dl_type should 

be 0x0800 (ip) and the nw_proto should be 6 (tcp) or 17 (udp). 

A flow can be configured on Switch1, it matches flow with fields: “in_port=1, dl_vlan=20, 

nw_dst=1.1.1.1,tp_dst=100,tcp” and actions: mod_nw_dst:1.2.3.4, mod_tp_dst:1000 and 

forward to port 2 and port 3. 

Switch 1 
% ovs-ofctl add-flow br0 "in_port=1, dl_vlan=20, 

nw_dst=1.1.1.1,tp_dst=100,tcp, 

actions=set_field:1.2.3.4->nw_dst, 

set_field:1000->tp_dst,output:2,output:3" -O openflow13 

Modify layer 4 headers and multicast 

matching packets from port 1 to port 2, 

and port 3. 
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Validation commands 
Verify the configurations of flow with action modify layer 4 header and forward to multiple 

ports on Switch1. 

% ovs-ofctl dump-flows br0 –O openflow13 

OFPST_FLOW reply (OF1.3) (xid=0x2): 

 cookie=0x0, duration=1.961s, table=0, n_packets=0, n_bytes=0, 

tcp,in_port=1,dl_vlan=20,nw_dst=1.1.1.1,tp_dst=100 

actions=set_field:1.2.3.4->ip_dst,set_field:1000->tcp_dst,output:2,output:3 

2.10 Configuring Flow With Priority and Timeout 

A flow can be configured on Switch1, it matches flow with fields: “priority=1000, 

idle_timeout=30, hard_timeout=60, ip” and action: forward to port 2. 

Switch 1 

% ovs-ofctl add-flow br0 "priority=1000, idle_timeout=30, 

hard_timeout=60, ip, actions=output:2" –O openflow13 

Redirect matching packets with optional 

fields: priority: 1000, idle timeout: 30 

seconds, and hard timeout: 60 seconds to 

port 2. 

 

Validation commands 
Verify the configurations of flow with fields’ priority and timeout on Switch1. 

% ovs-ofctl dump-flows br0 –O openflow13 

OFPST_FLOW reply (OF1.3) (xid=0x4): 

 cookie=0x0, duration=2.263s, table=0, n_packets=0, n_bytes=0, 

idle_timeout=30,hard_timeout=60,priority=1000,ip actions=output:2 

2.11 Modify Flow Actions 

A flow can be configured on Switch1, it matches flow with fields: “in_port=1, ip” and action: 

forward to port 2. 
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Switch 1 

% ovs-ofctl add-flow br0 "in_port=1, ip, actions=output:2" 

–O openflow13 

Redirect matching packets from port 1 to 

port 2. 

 

User could modify flow actions to: forward to port 3. 

Switch 1 

% ovs-ofctl mod-flows br0 "in_port=1, ip, 

actions=output:3" –O openflow13 

Modify the flow actions to redirect 

matching packets from port 1 to port 3. 

 

Validation commands 
Verify the configurations of modify flow actions on Switch1. 

% ovs-ofctl add-flow br0 "in_port=1, ip, actions=output:2" –O openflow13 

% ovs-ofctl dump-flows br0 –O openflow13 

OFPST_FLOW reply (OF1.3) (xid=0x4): 

 cookie=0x0, duration=1.927s, table=0, n_packets=0, n_bytes=0, ip,in_port=1 

actions=output:2 

 

% ovs-ofctl mod-flows br0 "in_port=1, ip, actions=output:3"–O openflow13 

% ovs-ofctl dump-flows br0–O openflow13 

OFPST_FLOW reply (OF1.3) (xid=0x4): 

 cookie=0x0, duration=6.439s, table=0, n_packets=0, n_bytes=0, ip,in_port=1 

actions=output:3 

2.12 Delete Specified Flows 

Four Flows can be configured on Switch1, two flows match packets from port 1, and the other 

two flows match packets from port 2. 
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Switch 1 

% ovs-ofctl add-flow br0 "in_port=1, tcp, tp_src=80, 

actions=drop"–O openflow13 

Drop matching packets from port 1. 

% ovs-ofctl add-flow br0 "in_port=1, tcp, tp_src=81, 

actions=drop"–O openflow13 

Drop matching packets from port 1. 

% ovs-ofctl add-flow br0 "in_port=2, tcp, tp_src=80, 

actions=drop"–O openflow13 

Drop matching packets from port 2. 

% ovs-ofctl add-flow br0 "in_port=2, tcp, tp_src=81, 

actions=drop"–O openflow13 

Drop matching packets from port 2. 

User could delete flows with matching fields “in_port=1”. 

Switch 1 

% ovs-ofctl del-flows br0 "in_port=1"–O openflow13 Delete the flows with matching fields 

“in_port=1”. 

 

Validation commands 
Verify the configurations of delete specified flows on Switch1. 

% ovs-ofctl add-flow br0 "in_port=1, tcp, tp_src=80, actions=drop"–O openflow13 

% ovs-ofctl add-flow br0 "in_port=1, tcp, tp_src=81, actions=drop" –O openflow13 

% ovs-ofctl add-flow br0 "in_port=2, tcp, tp_src=80, actions=drop" –O openflow13 

% ovs-ofctl add-flow br0 "in_port=2, tcp, tp_src=81, actions=drop" –O openflow13 

% ovs-ofctl dump-flows br0 

OFPST_FLOW reply (OF1.3) (xid=0x4): 

 cookie=0x0, duration=5.683s, table=0, n_packets=0, n_bytes=0, tcp,in_port=1,tp_src=80 

actions=drop 

 cookie=0x0, duration=5.619s, table=0, n_packets=0, n_bytes=0, tcp,in_port=1,tp_src=81 

actions=drop 

 cookie=0x0, duration=5.223s, table=0, n_packets=0, n_bytes=0, tcp,in_port=2,tp_src=81 

actions=drop 

 cookie=0x0, duration=5.556s, table=0, n_packets=0, n_bytes=0, tcp,in_port=2,tp_src=80 

actions=drop 
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% ovs-ofctl del-flows br0 "in_port=1" –O openflow13 

% ovs-ofctl dump-flows br0 –O openflow13 

OFPST_FLOW reply (OF1.3) (xid=0x4): 

 cookie=0x0, duration=16.983s, table=0, n_packets=0, n_bytes=0, 

tcp,in_port=2,tp_src=81 actions=drop 

 cookie=0x0, duration=17.316s, table=0, n_packets=0, n_bytes=0, 

tcp,in_port=2,tp_src=80 actions=drop 

2.13 Delete All Flows 

Four flows can be configured on Switch1, two flows match packets from port 1, and the other 

two flows match packets from port 2. 

Switch 1 

% ovs-ofctl add-flow br0 "in_port=1, tcp, tp_src=80, 

actions=drop" –O openflow13 

Drop matching packets from port 1. 

% ovs-ofctl add-flow br0 "in_port=1, tcp, tp_src=81, 

actions=drop" –O openflow13 

Drop matching packets from port 1. 

% ovs-ofctl add-flow br0 "in_port=2, tcp, tp_src=80, 

actions=drop" –O openflow13 

Drop matching packets from port 2. 

% ovs-ofctl add-flow br0 "in_port=2, tcp, tp_src=81, 

actions=drop" –O openflow13 

Drop matching packets from port 2. 

 

User could delete all flows. 

Switch 1 

% ovs-ofctl del-flows br0 –O openflow13 Delete all flows. 

 

Validation commands 
Verify the configurations of delete all flows on Switch1. 

% ovs-ofctl add-flow br0 "in_port=1, tcp, tp_src=80, actions=drop" –O openflow13 

% ovs-ofctl add-flow br0 "in_port=1, tcp, tp_src=81, actions=drop" –O openflow13 
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% ovs-ofctl add-flow br0 "in_port=2, tcp, tp_src=80, actions=drop" –O openflow13 

% ovs-ofctl add-flow br0 "in_port=2, tcp, tp_src=81, actions=drop" –O openflow13 

 

% ovs-ofctl del-flows br0 –O openflow13 

% ovs-ofctl dump-flows br0 –O openflow13 

OFPST_FLOW reply (OF1.3) (xid=0x4): 
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3 Configuring GRE Tunnel 

3.1 Overview 

V330 supports to create logical GRE tunnel ports with static configurations. The GRE tunnel 

ports should be named as “gre1”, “gre2”… to “gre63”, each tunnel port has a port number 

from 201 to 263 respectively. The port number can be used as output port or in-port in a flow. 

If an output port number in a flow is a tunnel port, such as “output:201”, all packets match 

this flow should be encapsulated with a new GRE header, new IP header and new mac header, 

according to the configurations of the tunnel port. The destination IP address of the new IP 

header is the tunnel’s remote IP address, and the source IP address is the tunnel port’s local IP 

address. The destination mac address of the new layer2 header is the tunnel’s nexthop-mac 

address, and the source mac address is the bind-port’s mac address. 

If an incoming GRE packet’s destination IP address matches a tunnel port (such as gre1)’s 

local IP address, and source IP address matches gre1’s remote IP, this packet will be 

decapsulated. If the decapsulated packet matches a flow with in-port gre1, the packet will be 

processed according to this flow’s actions. 

Note: a) the GRE port number (201~263) can be used (as output port or in_port) only when 

the corresponding tunnel port is already created and exists in the result of command “show 

interface tunnel brief”; b) if a GRE tunnel port is deleted, all flows, which action is outputting 

to this port or in_port is this port, will be removed. 
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3.2 Configuring GRE Tunnel 

In this configuration example, a GRE tunnel named gre1 is created on both v330 switches. On 

Switch 1, the remote IP address is 2.2.2.2, local IP address is 1.1.1.1, binding port is eth-0-2, 

and nexthop mac address is 0.0.2. On Switch 2, the remote IP address is Switch1’s local IP 

address 1.1.1.1, and the local IP address is Switch1’s remote IP address 2.2.2.2, the nexthop 

mac address is the mac address of port eth-0-2 on Switch1. 

I nternet
1.1.1.1

eth-0-2
eth-0-1 

2.2.2.2

eth-0-2 eth-0-1 

Tunnel : gre1

0.0.1 0.0.2Switch1 Switch2
 

Figure 3-1 : GRE Tunnel Topology 

 

Switch 1 

% ovs-vsctl add-port br0 gre1 -- set interface gre1 

type=gre options:remote_ip=2.2.2.2 

options:local_ip=1.1.1.1 options:bind_port=eth-0-2 

options:nexthop_mac=0.0.2 

Create GRE tunnel named gre1. 

Note: user may specify extra argument: 

“options:vlan_id:1” to push a new vlan tag onto 

the L2 header. 

% ovs-ofctl add-flow br0 

in_port=1,actions=output:201 –O openflow13 

Redirect all packets from eth-0-1 to tunnel port 

gre1 with encapsulation 

% ovs-ofctl add-flow br0 

in_port=201,actions=output:1 –O openflow13 

Redirect all packets from tunnel port gre1 to port 

eth-0-1 after encapsulation 
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Switch 2 

% ovs-vsctl add-port br0 gre1 -- set interface gre1 

type=gre options:remote_ip=1.1.1.1 

options:local_ip=2.2.2.2 options:bind_port=eth-0-2 

options:nexthop_mac=0.0.1 

Create GRE tunnel named gre1 

% ovs-ofctl add-flow br0 

in_port=1,actions=output:201 –O openflow13 

Redirect all packets from eth-0-1 to tunnel port 

gre1 with encapsulation 

% ovs-ofctl add-flow br0 

in_port=201,actions=output:1 –O openflow13 

Redirect all packets from tunnel port gre1 to port 

eth-0-1 after decapsulation 

 

Validation commands 
% ovs-vsctl show 

Port "gre1" 

Interface "gre1" 

type: gre 

options: {bind_port="eth-0-2", local_ip="2.2.2.2", nexthop_mac="0.0.1", 

remote_ip="1.1.1.1"} 

 

% ovs-ofctl dump-flows br0 –O openflow13 

OFPST_FLOW reply (OF1.3) (xid=0x4): 

cookie=0x0, duration=1.031s, table=0, n_packets=0, n_bytes=0, in_port=201 

actions=output:1 

 cookie=0x0, duration=182.943s, table=0, n_packets=0, n_bytes=0, in_port=1 

actions=output:201 

3.3 Configuring GRE Tunnel with Tunnel-id 

Each flow can be specified a tunnel id before outputting to a tunnel port. The tunnel id is the 

GRE key in the GRE header. Multi-tunnel-id can be overlaid on one tunnel. 

Similarly, each flow can be specified a tunnel port and tunnel id as match key. The V330 

supports 150 different combinations of tunnel ports and tunnel ids as match keys. 
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Figure 3-2 : GRE Tunnel Topology with Tunnel ID 

 

Switch 1 

% ovs-vsctl add-port br0 gre1 -- set interface gre1 type=gre 

options:remote_ip=2.2.2.2 options:local_ip=1.1.1.1 

options:bind_port=eth-0-2 options:nexthop_mac=0.0.2 

Create GRE tunnel named gre1 

% ovs-ofctl add-flow br0 

"in_port=1,actions=set_field:1000->tun_id,output:201" -O 

openflow13 

Redirect all packets from eth-0-1 to tunnel 

port gre1 with encapsulation 

% ovs-ofctl add-flow br0 

"in_port=201,actions=set_field:1000->tun_id,output:1" -O 

openflow13 

Redirect all packets from tunnel port gre1 

to port eth-0-1 with encapsulation 

 

Switch 2 

% ovs-vsctl add-port br0 gre1 -- set interface gre1 

type=gre options:remote_ip=1.1.1.1 

options:local_ip=2.2.2.2 options:bind_port=eth-0-2 

options:nexthop_mac=0.0.1 

Create GRE tunnel named gre1 

% ovs-ofctl add-flow br0 

"in_port=1,actions=set_field:1000->tun_id,output:201" 

-O openflow13 

Redirect all packets from eth-0-1 to tunnel 

port gre1 with encapsulation 
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% ovs-ofctl add-flow br0 

"in_port=201,actions=set_field:1000->tun_id,output:1" 

-O openflow13 

Redirect all packets from tunnel port gre1 to 

port eth-0-1 with encapsulation 

 

Validation commands 
% ovs-vsctl show 

Port "gre1" 

Interface "gre1" 

type: gre 

options: {bind_port="eth-0-2", local_ip="2.2.2.2", nexthop_mac="0.0.1", 

remote_ip="1.1.1.1"} 

 

% ovs-ofctl dump-flows br0 –O openflow13 

OFPST_FLOW reply (OF1.3) (xid=0x4): 

cookie=0x0, duration=7.786s, table=0, n_packets=0, n_bytes=0, in_port=1 

actions=set_tunnel:0x3e8,output:201 

 cookie=0x0, duration=3.214s, table=0, n_packets=0, n_bytes=0, 

tun_id=0x3e8,in_port=201 actions=output:1 
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4 Configuring QinQ 

4.1 Overview 
The 802.1Q specification allows a single VLAN header to be inserted into an Ethernet frame. 

QinQ allows multiple VLAN headers to be inserted into a single frame, an essential capability 

for implementing Metro Ethernet network topologies. Just as QinQ extends 802.1Q, QinQ 

itself is extended by other Metro Ethernet protocols. 

V330 can support to operate two vlan tags simultaneously, including: 1）push/pop/modify 

outer vlan tag; 2) Push two vlan tags; 3) strip two vlan tags. 

4.2 References 
 OpenFlow 1.0 specification 

 OpenFlow 1.2 specification 

 Open vSwitch 

 IEEE 802.1q 
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 IEEE 802.1ad 

4.2.1 Configuring QinQ 
V330 supports edit two vlan tags simultaneously. 

Here is a brief description of vlan operation in each switch: 

 Switch1: push a vlan 300 before vlan 16. 

 Switch2: swap the outer vlan 300 with vlan 400. 

 Switch3: pop the two vlan tags. 

Eth

I nternet

eth-0-1 
VLAN

Switch1 Switch2 Switch3

eth-0-2

eth-0-1

eth-0-2

eth-0-1

eth-0-2
QinQQinQ

 

Figure 4-1 : QinQ Topology 

 

Switch1 
% ovs-ofctl add-flow br0 

in_port=1,dl_vlan=16,actions=push_vlan:0x8100,set_field:300->vlan_vid

,output:2 –O openflow13 

Inset a new vlan tag 300. 

 

Switch2 
% ovs-ofctl add-flow br0 

in_port=1,dl_vlan=300,actions=set_field:400->vlan_vid,output:2 –O 

openflow13 

Replace the outer vlan tag 

300 with vlan 400. 

 

Switch3 
% ovs-ofctl add-flow br0 

in_port=1,dl_vlan=400,actions=pop_vlan,pop_vlan,output:2 –O 

openflow13 

Strip the two vlan tags. 
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5 Configuring OpenFlow Controller 

5.1 Overview 
This chapter describes how to download, build and operate the OpenFlow controller. There are 
two controllers will be discussed, one is Open vSwitch (OVS) controllers, and the other is 
floodlight. 

5.2 Topology 
The following figures show the typical topologies of OpenFlow switch systems. 

Figure 5-1 shows OpenFlow switch system connected with 1 controller. 

Figure 5-2 shows OpenFlow switch system connected with 3 controllers. 
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Figure 5-1 : OpenFlow System connected with 1 controller 
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Figure 5-2 : OpenFlow System connected with multiple controllers 

 

5.3 Controller Setup 

Here is a brief guide how to download, build and operate controllers: ovs-controller and 

floodlight. 

5.3.1 ovs-controller 

The controller: ovs-controller is provided by Open vSwitch written in C language. 
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Download the controller 

You can download the controller from http://openvswitch.org/download. 

Build/compile the controller 

The following steps show you how to build/compile the controller from source code. 

Step 1 Unpack the package. 

% tar xzvf openvswitch-1.5.0.tar.gz 

Step 2 Enter the directory openvswitch-1.2.2. 

% cd openvswitch-1.5.0 

Step 3 Configure the program. 

% ./configure 

Step 4 Make the program “ovs-controller” 

% make utilities/ovs-controller 

Step 5 Make script “ovs-pki” if you need to generate SSL key files (Optional) 

% make utilities/ovs-pki 

The program “ovs-controller” should be located under the directory “openvswitch-1.5.0/utilities”. 

The script “ovs-pki” should be located under the directory “openvswitch-1.5.0/utilities”. 

Operate the controller 

To start the controller, you can enter 

1. Basic settings with passive TCP connection listen on port 6633 

% ./ovs-controller ptcp:6633 

2. With pre-configured flow file: 

% ./ovs-controller ptcp:6633 --with-flows FLOW_FILEPATH 

 

http://openvswitch.org/download
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The flow file is in open vSwitch flow format. 

Eg. 

ip actions=drop 

priority=3999,dl_dst=00:00:00:00:00:01,dl_vlan=128 actions=output:3 

 

For details, please refer to Appendix A. 

 

3. With SSL channel 

% ./ovs-controller ptcp:6633 –p PRIVATE_KEY_FILE –c CERTIFICATE_FILE –C 

CA_CERTIFICATE_FILE 

 

PRIVATE_KEY_FILE: file with private key 

CERTIFICATE_FILE: file with certificate for private key 

CA_CERTIFICATE_FILE: file with peer CA certificate 

To generate the 3 files described above please refer to Appendix 2. 

5.3.2 floodlight 

The controller: floodlight is provided by BigSwitch written in Java language. 

Download the controller 

You can download the controller from http://floodlight.openflowhub.org/download. 

Build/compile the controller 

Step 1 Unpack the package: 

% unzip flooglight0.82.zip 

Step 2 Enter the directory 

% cd flooglight0.82 

http://floodlight.openflowhub.org/download
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Operate the controller 

Run the controller: (the default port number is 6633) 

% java -jar floodlight-0.82.jar 

To add/remove flow and show details of switch from floodlight, please refer to the API guide 

provide by floodlight show below: 

API Summary 

URI Description Arguments 

/wm/staticflowentrypusher/json Add/Delete 

static flow 

HTTP POST data (add flow), HTTP 

DELETE (for deletion) 

/wm/staticflowentrypusher/list/<switch>/json List static 

flows for a 

switch or all 

switches 

switch: Valid Switch DPID 

(XX:XX:XX:XX:XX:XX:XX:XX) 

or "all" 

/wm/staticflowentrypusher/clear/<switch>/json Clear static 

flows for a 

switch or all 

switches 

switch: Valid Switch DPID 

(XX:XX:XX:XX:XX:XX:XX:XX) 

or "all" 

 

Adding a static flow 

Step 1 Static Flow Pusher is accessible via a REST API so there are multiple ways to access it. For 

example, to insert a flow on switch 1 that takes packets from port 1 and outputs them on port 2, 

you can simply use a curl command. The second command will dump the flow so you can see it 

set. 

% curl -d '{"switch": "00:00:00:00:00:00:00:01", "name":"flow-mod-1", "cookie":"0", 

"priority":"32768", "ingress-port":"1","active":"true", "actions":"output=2"}' 

http://<controller_ip>:8080/wm/staticflowentrypusher/json 

curl http://<controller_ip>:8080/wm/core/switch/1/flow/json; 
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Step 2 Deleting a static flow 

To delete a static flow you send an HTTP DELETE that includes the name of the flow. 

% curl -X DELETE -d '{"name":"flow-mod-1"}' 

http://<controller_ip>:8080/wm/staticflowentrypusher/json 

Possible properties of a flow entry: 

Key Value Notes 

switch <switch ID> ID of the switch (data path) that this rule should be added to 

xx:xx:xx:xx:xx:xx:xx:xx 

name <string> Name of the flow entry, this is the primary key, it MUST be unique 

actions <key>=<value>  See table of actions below  

Specify multiple actions using a comma-separated list Specifying no 

actions will cause the packets to be dropped 

priority <number> default is 32767 maximum value is 32767 

active <boolean> - 

wildcards - - 

ingress-port <number> switch port on which the packet is received Can be hexadecimal (with 

leading 0x) or decimal 

src-mac <mac address> xx:xx:xx:xx:xx:xx 

dst-mac <mac address> xx:xx:xx:xx:xx:xx 

vlan-id <number> Can be hexadecimal (with leading 0x) or decimal 

vlan-priority <number> Can be hexadecimal (with leading 0x) or decimal 

ether-type <number> Can be hexadecimal (with leading 0x) or decimal 

tos-bits <number> Can be hexadecimal (with leading 0x) or decimal 

protocol <number> Can be hexadecimal (with leading 0x) or decimal 
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Key Value Notes 

src-ip <ip address> xx.xx.xx.xx 

dst-ip <ip address> xx.xx.xx.xx 

src-port <number> Can be hexadecimal (with leading 0x) or decimal 

dst-port <number> Can be hexadecimal (with leading 0x) or decimal 

 

5.4 OpenFlow Switch Configuration (TCP) 

Switch1’s configuration is shown below: 

% ovs-vsctl set-controller br0 tcp:10.10.38.96:6633 

show configured controller 

% ovs-vsctl get-controller br0 

tcp:10.10.38.96:6633 

To get the datapath ID that is used in Floodlight, please enter the command: 

% ovs-ofctl show br0 
OFPT_FEATURES_REPLY (xid=0x1): ver:0x1, dpid:000000017af487f2 

 

5.5 OpenFlow Switch Configuration (SSL) 

Firstly, you need to generate a unique private/public key pair and a certificate that signs that 

public key for OpenFlow switch and controller. Please refer to Appendix 2 to generate the 3 files 

described above. 

Once you have the 3 files, you can transfer and configure them on the switch show below. 

Transfer the 3 files to the switch via either tftp or ftp to switch flash (/mnt/flash): 
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sc-private.pem, sc-cert.pem, cacert.pem 

 

Switch1’s configuration is shown below: 

% ovs-vsctl set-ssl sc-private.pem sc-cert.pem cacert.pem 

% ovs-vsctl set-controller br0 ssl:10.10.38.96:6633 

% ovs-vsctl get-controller br0 

ssl:10.10.38.96:6633 

 

Configurations of ovs-controller: 

% ./ovs-controller pssl:6644 --private-key=./ctl-privkey.pem --certificate=./ctl-cert.pem 

--ca-cert=./cacert.pem. 

Please refer to Appendix B for details. 

Validation 
The result of show OpenFlow flow is as follows. 

% ovs-ofctl dump-flows br0 

OFPST_FLOW reply (OF1.3) (xid=0x4): 

 cookie=0x0, duration=3630.211s, table=0, n_packets=0, n_bytes=0, ip actions=drop 

 cookie=0x0, duration=19909.487s, table=0, n_packets=0, n_bytes=0, tcp actions=output:1 
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6 Appendix 

6.1 Appendix A 
Flow File format 

The flow file should be in the format 

FLOW_DESCRIPTION actions=ACTIONS 

FLOW_DESCRIPTION 
FLOW specifies a flow entry in the format described in Flow Syntax. FLOW descriptions should 

be in normal form. This means to specify a value for an L3 field, a particular L2 protocol must be 

specified. And the same applies for L4 fields. Such flow descriptions comprise a series 

field=value assignments, separated by commas. 

The supported flow syntax fields are shown below: 

 in_port = port_number 

Ingress port number 

 dl_src = xx:xx:xx:xx:xx:xx 

Ethernet source address 

 dl_dst = xx:xx:xx:xx:xx:xx [/ xx:xx:xx:xx:xx:xx] 

Ethernet destination address 

This keyword supports a wildcard mask following the slash. Only four masks are allowed. 

− 01:00:00:00:00:00 

Match only the multicast bit. Thus, dl_dst = 01:00:00:00:00:00/01:00:00:00:00:00 

matches all multicast (including broadcast) Ethernet packets, and dl_dst = 

00:00:00:00:00:00/01:00:00:00:00:00 matches all unicast Ethernet packets. 

− fe:ff:ff:ff:ff:ff 
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Match all bits except the multicast bit. This is probably not useful. 

− ff:ff:ff:ff:ff:ff 

Exact match (equivalent to omitting the mask) 

− 00:00:00:00:00:00 

Wildcard all bits (equivalent to dl_dst = *). 

 dl_type = ethertype 

Ethernet Protocol type ethertype, such as 0x0806 to match ARP packets 

 dl_vlan_pcp = priority 

Matches IEEE 802.1q Priority Code Point (PCP) priority 

 dl_vlan = vlan 

Matches IEEE 802.1q Virtual LAN tag vlan 

 vlan_tci = tci 

Matches modified VLAN TCI. 

 nw_src = ip[/netmask] 

IPv4 source address 

 nw_dst = ip[/netmask] 

IPv4 destination address 

The optional netmask allows restricting a match to an IPv4 address prefix. The netmask 

may be specified as a dotted quad (e.g. 192.168.1.0/255.255.255.0) or as a CIDR block (e.g. 

192.168.1.0/24). When dl_type is wildcarded or set to a value other than 0x0800 or 0x0806, 

the values of nw_src and nw_dst are ignored. 

 nw_proto = proto 

IP Protocol type proto which is specified as a decimal number between 0 and 255, inclusive 

(e.g. 1 to match ICMP packets or 6 to match TCP packets) 

 nw_tos = tos 

IP ToS/DSCP traffic class field ToS which is specified as a decimal numberc between 0 and 

255, inclusive. 

 tp_src = port 

UDP or TCP source port. 
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 tp_dst = port 

UDP or TCP destination port which is specified as a decimal number between 0 and 65535, 

inclusive (e.g. 80 to match packets originating from a HTTP server) 

 icmp_type = type 

ICMP Protocol type which is specified as a decimal number between 0 and 255 

When dl_type and nw_proto take other values other than ICMP, the values of this setting is 

ignored. 

 icmp_code = code 

ICMP Protocol code which is specified as a decimal number between 0 and 255 

When dl_type and nw_proto take other values other than ICMP, the values of this setting is 

ignored. 

 idle_timeout = seconds 

Causes the flow to expire after the given number of seconds of inactivity 

A value of 0 (the default) prevents a flow from expiring due to inactivity. 

 hard_timeout = seconds 

Causes the flow to expire after the given number of seconds, regardless of activity 

A value of 0 (the default) gives the flow no hard expiration deadline. 

 

The following shorthand notations are also available: 

ip dl_type = 0x0800 

tcp dl_type = 0x0800, nw_proto=6 

udp dl_type = 0x0800, nw_proto=17 

arp 0x0806 

icmp dl_type = 0x0800, nw_proto=1 

 

For further information, please refer to: open vswitch manual: ovsman-ovs-ofctl.pdf, page 3. 
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ACTIONS 
Specifies an action to take on a packet when the flow entry matches. The target may be a decimal 

port number designating the physical port on which to output the packet, or one of the following 

keywords: 

 drop 

Drop the packets matches the flow entry 

 controller 

Sends the packet to the OpenFlow controller as a ‘‘packet in’’ message 

 output 

Redirect packets to the specified interface 

 all 

Outputs the packet on all switch physical ports other than the port on which it was received 

 in_port 

Outputs the packet on the port from which it was received 

When the action is output, the keyword ‘set-field’ can be used to modify the packets matching the 

flow. The set-field descriptions comprise a series field: value assignments, separated by 

commas. 

The supported set-field syntax fields are shown below: 

 set_field: mac_address->eth_src 

Sets the source MAC address 

 set_field: mac_address->eth_dst 

Sets the destination MAC address 

 set_field: vlan_id->vlan_vid 

Modifies the VLAN ID on a packet. The VLAN tag is added or modified as necessary to 

match the value specified. If the VLAN tag is added, a priority of zero is used. 

 set_field: ip->nw_dst 

Sets the IPv4 destination address 

 set_field: port->tp_dst 
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 Sets the TCP destination port 

 set_field: port->udp_dst 

Sets the UDP destination port 

 set_field: tunnel_id->tun_id 

Sets the tunnel id 

 push_vlan: ethertype 

Push a vlan tag before the original outer vlan tag if it is present. Need to mod_vlan_vid after 

push_vlan to set the new vlan tag’s vid. The new tag’s cos is copied from original outer vlan 

tag if present. The ether-type should be same with the switch’s qinq configuration. 

 strip_vlan 

Strips the outer VLAN tag from a packet if it is present. 

 pop_vlan 

Same with strip_vlan, strips the outer VLAN tag from a packet if it is present. 
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6.2 Appendix B 

SSL Configuration 
Here is a brief guide provided by open vswitch that can be used in ovs-controller. You need the 

pki tool ovs-pki which is provided by open vswitch. 

SSL Concepts for OpenFlow 

------------------------- 

This section is an introduction to the public-key infrastructure architectures that Open vSwitch 

supports for SSL authentication. 

To connect over SSL, every Open vSwitch must have a unique private/public key pair and a 

certificate that signs that public key. Typically, the Open vSwitch generates its own public/private 

key pair. There are two common ways to obtain a certificate for a switch: 

 Self-signed certificates: The Open vSwitch signs its certificate with its own private key.  In 

this case, each switch must be individually approved by the OpenFlow controller(s), since 

there is no central authority. This is the only switch PKI model currently supported by NOX 

(http://noxrepo.org). 

 Switch certificate authority: A certificate authority (the "switch CA") signs each Open 

vSwitch's public key.  The OpenFlow controllers then check that any connecting switches' 

certificates are signed by that certificate authority. This is the only switch PKI model 

supported by the simple OpenFlow controller included with Open vSwitch. 

Each Open vSwitch must also have a copy of the CA certificate for the certificate authority 

that signs OpenFlow controllers' keys (the "controller CA" certificate).  Typically, the same 

controller CA certificate is installed on all of the switches within a given administrative unit.  

There are two common ways for a switch to obtain the controller CA certificate: 

 Manually copy the certificate to the switch through some secure means, e.g. using a USB 

flash drive, or over the network with "scp", or even FTP or HTTP followed by manual 

verification. 

 Open vSwitch "bootstrap" mode, in which Open vSwitch accepts and saves the controller 

CA certificate that it obtains from the OpenFlow controller on its first connection. Thereafter 

the switch will only connect to controllers signed by the same CA certificate. 

http://noxrepo.org/
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Establishing a Public Key Infrastructure 

---------------------------------------- 

Open vSwitch can make use of your existing public key infrastructure. If you already have a PKI, 

you may skip forward to the next section. Otherwise, if you do not have a PKI, the ovs-pki script 

included with Open vSwitch can help.  To create an initial PKI structure, invoke it as: 

% ovs-pki init 

Create and populate a new PKI directory. The default location for the PKI directory depends on 

how the Open vSwitch tree was configured (to see the configured default, look for the --dir option 

description in the output of "ovs-pki --help"). 

The pki directory contains two important subdirectories.  The controllerca subdirectory contains 

controller CA files, including the following: 

 cacert.pem: Root certificate for the controller certificate authority.  Each Open vSwitch 

must have a copy of this file to allow it to authenticate valid controllers.  

 private/cakey.pem: Private signing key for the controller certificate authority.  This file 

must be kept secret.  There is no need for switches or controllers to have a copy of it. 

 

The switchca subdirectory contains switch CA files, analogous to those in the controllerca 

subdirectory: 

 Cacert.pem: Root certificate for the switch certificate authority. The OpenFlow controller 

must have this file to enable it to authenticate valid switches. 

 Private/cakey.pem: Private signing key for the switch certificate authority.  This file must 

be kept secret. There is no need for switches or controllers to have a copy of it. 

 

After you create the initial structure, you can create keys and certificates for switches and 

controllers with ovs-pki. Refer to the ovs-pki(8) manage for complete details.  A few examples 

of its use follow: 

 CONTROLLER KEY GENERATION 

To create a controller private key and certificate in files named ctl-privkey.pem and 

ctl-cert.pem, run the following on the machine that contains the PKI structure: 
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% ovs-pki req+sign ctl controller 

ctl-privkey.pem and ctl-cert.pem would need to be copied to the controller for its use at 

runtime. If you were to use ovs-controller, the simple OpenFlow controller included with 

Open vSwitch, then the --private-key and --certificate options, respectively, would point to 

these files. 

It is very important to make sure that no stray copies of ctl-privkey.pem are created, because 

they could be used to impersonate the controller. 

 SWITCH KEY GENERATION WITH SELF-SIGNED CERTIFICATES 

If you are using self-signed certificates (see "SSL Concepts for OpenFlow"), this is one way 

to create an acceptable certificate for your controller to approve. 

1. Run the following command on the Open vSwitch itself: 

% ovs-pki self-sign sc 

(This command does not require a copy of any of the PKI files generated by "ovs-pki init", 

and you should not copy them to the switch because some of them have contents that must 

remain secret for security.) 

The "ovs-pki self-sign" command has the following output: 

− Sc-privkey.pem, the switch private key file.  For security, the contents of this file must 

remain secret.  There is ordinarily no need to copy this file off the Open vSwitch. 

− Sc-cert.pem, the switch certificate, signed by the switch's own private key.  Its contents 

are not a secret. 

2. Optionally, copy controllerca/cacert.pem from the machine that has the OpenFlow PKI 

structure and verify that it is correct. (Otherwise, you will have to use CA certificate 

bootstrapping when you configure Open vSwitch in the next step.) 

3. Configure Open vSwitch to use the keys and certificates (see "Configuring SSL Support", 

below). 

 

 SWITCH KEY GENERATION WITH A SWITCH PKI (EASY METHOD) 

If you are using a switch PKI (see "SSL Concepts for OpenFlow", above), this method of 

switch key generation is a little easier than the alternate method described below, but it is 

also a little less secure because it requires copying a sensitive private key from file from the 

machine hosting the PKI to the switch. 
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1. Run the following on the machine that contains the PKI structure: 

% ovs-pki req+sign sc switch 

This command has the following output: 

 Sc-privkey.pem, the switch private key file.  For security, the contents of this file must 

remain secret. 

 Sc-cert.pem, the switch certificate.  Its contents are not a secret. 

2. Copy sc-privkey.pem and sc-cert.pem, plus controllerca/cacert.pem, to the Open vSwitch. 

3. Delete the copies of sc-privkey.pem and sc-cert.pem on the PKI machine and any other 

copies that may have been made in transit. It is very important to make sure that there are no 

stray copies of sc-privkey.pem, because they could be used to impersonate the switch. 

(Don't delete controllerca/cacert.pem!  It is not security-sensitive and you will need it to 

configure additional switches.) 

4. Configure Open vSwitch to use the keys and certificates (see "Configuring SSL Support", 

below). 

 

 SWITCH KEY GENERATION WITH A SWITCH PKI (MORE SECURE) 

If you are using a switch PKI (see "SSL Concepts for OpenFlow", above), then, compared to 

the previous method, the method described here takes a little more work, but it does not 

involve copying the private key from one machine to another, so it may also be a little more 

secure. 

1. Run the following command on the Open vSwitch itself: 

% ovs-pki req sc switch 

(This command does not require a copy of any of the PKI files generated by "ovs-pki init", 

and you should not copy them to the switch because some of them have contents that must 

remain secret for security.) 

The "ovs-pki req" command has the following output: 

− Sc-privkey.pem, the switch private key file.  For security, the contents of this file must 

remain secret. There is ordinarily no need to copy this file off the Open vSwitch. 

− Sc-req.pem, the switch "certificate request", which is essentially the switch's public key.  

Its contents are not a secret. 
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− A fingerprint, on stdout. 

 

2. Write the fingerprint down on a slip of paper and copy sc-req.pem to the machine that 

contains the PKI structure. 

3. On the machine that contains the PKI structure, run: 

% ovs-pki sign sc switch 

This command will output a fingerprint to stdout and request that you verify it.  Check that 

it is the same as the fingerprint that you wrote down on the slip of paper before you answer 

"yes". 

"ovs-pki sign" creates a file named sc-cert.pem, which is the switch certificate.  Its contents 

are not a secret. 

1. Copy the generated sc-cert.pem, plus controllerca/cacert.pem from the PKI structure, to the 

Open vSwitch, and verify that they were copied correctly. 

You may delete sc-cert.pem from the machine that hosts the PKI structure now, although it is 

not important that you do so.  (Don't delete controllerca/cacert.pem!  It is not 

security-sensitive and you will need it to configure additional switches.) 

2. Configure Open vSwitch to use the keys and certificates (see "Configuring SSL Support", 

below). 

Configuring SSL Support 
SSL configuration requires three additional configuration files. The first two of these are unique 

to each Open vSwitch.  If you used the instructions above to build your PKI, then these files will 

be named sc-privkey.pem and sc-cert.pem, respectively: 

 A private key file, which contains the private half of an RSA or DSA key. 

This file can be generated on the Open vSwitch itself, for the greatest security, or it can be 

generated elsewhere and copied to the Open vSwitch. 

The contents of the private key file are secret and must not be exposed. 

 

 A certificate file, which certifies that the private key is that of a trustworthy Open vSwitch. 
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This file has to be generated on a machine that has the private key for the switch certification 

authority, which should not be an Open vSwitch; ideally, it should be a machine that is not 

networked at all. 

The certificate file itself is not a secret. 

 

The third configuration file is typically the same across all the switches in a given administrative 

unit. If you used the instructions above to build your PKI, then this file will be named 

cacert.pem: 

 The root certificate for the controller certificate authority. The Open vSwitch verifies it that 

is authorized to connect to an OpenFlow controller by verifying a signature against this CA 

certificate. 

Unlike most Open vSwitch settings, the SSL settings are read only once, at ovs-vswitchd 

startup time. For changes to take effect, ovs-vswitchd must be killed and restarted. 


	Table of Contents
	List of Figures
	1  Preface
	1.1  Revision History

	2  Configuring Flow
	2.1  Overview
	2.2  Configuration Topology
	Figure 2-1 : Typical OpenFlow Configuration Topology

	2.3  Configuring Flow With Action Forward To Single Port
	Switch 1
	Validation commands

	2.4  Configuring Flow With Action Forward To All Ports
	Switch 1
	Validation commands

	2.5  Configuring Flow With Action Forward To Controller
	Switch 1
	Validation commands

	2.6  Configuring Flow With Action Drop
	Switch 1
	Validation commands

	2.7  Configuring Flow With Action Modify Layer 2 header and Forward to multiple ports
	Switch 1
	Validation commands

	2.8  Configuring Flow With Action Modify Layer 3 header and Forward to multiple ports
	Switch 1
	Validation commands

	2.9  Configuring Flow With Action Modify Layer 4 header and Forward to multiple ports
	Switch 1
	Validation commands

	2.10  Configuring Flow With Priority and Timeout
	Switch 1
	Validation commands

	2.11  Modify Flow Actions
	Switch 1
	Switch 1
	Validation commands

	2.12  Delete Specified Flows
	Switch 1
	Switch 1
	Validation commands

	2.13  Delete All Flows
	Switch 1
	Switch 1
	Validation commands


	3  Configuring GRE Tunnel
	3.1  Overview
	3.2  Configuring GRE Tunnel
	Figure 3-1 : GRE Tunnel Topology
	Switch 1
	Switch 2
	Validation commands

	3.3  Configuring GRE Tunnel with Tunnel-id
	Figure 3-2 : GRE Tunnel Topology with Tunnel ID
	Switch 1
	Switch 2
	Validation commands


	4  Configuring QinQ
	4.1  Overview
	4.2  References
	4.2.1  Configuring QinQ
	Figure 4-1 : QinQ Topology
	Switch1
	Switch2
	Switch3



	5  Configuring OpenFlow Controller
	5.1  Overview
	5.2  Topology
	Figure 5-1 : OpenFlow System connected with 1 controller
	Figure 5-2 : OpenFlow System connected with multiple controllers

	5.3  Controller Setup
	5.3.1  ovs-controller
	Download the controller
	Build/compile the controller
	Step 1 Unpack the package.
	Step 2 Enter the directory openvswitch-1.2.2.
	Step 3 Configure the program.
	Step 4 Make the program “ovs-controller”
	Step 5 Make script “ovs-pki” if you need to generate SSL key files (Optional)

	Operate the controller
	1. Basic settings with passive TCP connection listen on port 6633
	2. With pre-configured flow file:
	3. With SSL channel


	5.3.2  floodlight
	Download the controller
	Build/compile the controller
	Step 1 Unpack the package:
	Step 2 Enter the directory

	Operate the controller
	API Summary
	Adding a static flow
	Step 1 Static Flow Pusher is accessible via a REST API so there are multiple ways to access it. For example, to insert a flow on switch 1 that takes packets from port 1 and outputs them on port 2, you can simply use a curl command. The second command ...
	Step 2 Deleting a static flow



	5.4  OpenFlow Switch Configuration (TCP)
	5.5  OpenFlow Switch Configuration (SSL)
	Validation


	6  Appendix
	6.1  Appendix A
	FLOW_DESCRIPTION
	ACTIONS

	6.2  Appendix B
	SSL Configuration
	1. Run the following command on the Open vSwitch itself:
	1. Copy the generated sc-cert.pem, plus controllerca/cacert.pem from the PKI structure, to the Open vSwitch, and verify that they were copied correctly.
	2. Configure Open vSwitch to use the keys and certificates (see "Configuring SSL Support", below).

	Configuring SSL Support




		 CBS 

Debt Collection Operation Guide

		About This Document







		[image: image1.png]P
© sentec







		



		

		Centec V330 Openflow Switching System

		

		



		

		User Guide

		

		



		

		

		

		



		

		

		

		



		

		Issue

		R1.0

		

		



		

		Date

		2013-11-01

		

		





		Copyright © Centec Networks (Suzhou) Co., Ltd. All rights reserved.

No part of this document may be reproduced in any form or by any means without prior written permission of Centec Networks (Suzhou) Co., Ltd.

[image: image2.png]O

) centec






The Centec trademarks, service marks ("Marks") and other Centec trademarks are the property of Centec Networks. Centec Switch Series and Chips Series products of marks are trademarks or registered trademarks of Centec Networks (Suzhou) Co., Ltd. You are not permitted to use these Marks without the prior written consent of Centec.

All other trademarks and trade names mentioned in this document are the property of their respective holders.

Notice


The purchased products, services and features are stipulated by the contract made between Centec and the customer. All or part of the products, services and features described in this document may not be within the purchase scope or the usage scope. Unless otherwise specified in the contract, all statements, information, and recommendations in this document are provided "AS IS" without warranties, guarantees or representations of any kind, either express or implied.

The information in this document is subject to change without notice. Every effort has been made in the preparation of this document to ensure accuracy of the contents, but all statements, information, and recommendations in this document do not constitute the warranty of any kind, express or implied.





		Centec Networks (Suzhou) Co., Ltd.



		Address

		#Suite 4F - 13/16, Building B, No.5 Xing Han Street, 


Suzhou Industrial Park, Suzhou, China



		Telephone

		86-512-62885358



		Fax

		86-512-62885870



		Website

		http://www.centecnetworks.com



		Email

		support@centecnetworks.com





Table of Contents


11 Preface



11.1 Revision History



22 Configuring Flow



22.1 Overview



22.2 Configuration Topology



32.3 Configuring Flow With Action Forward To Single Port



42.4 Configuring Flow With Action Forward To All Ports



42.5 Configuring Flow With Action Forward To Controller



52.6 Configuring Flow With Action Drop



52.7 Configuring Flow With Action Modify Layer 2 header and Forward to multiple ports



62.8 Configuring Flow With Action Modify Layer 3 header and Forward to multiple ports



72.9 Configuring Flow With Action Modify Layer 4 header and Forward to multiple ports



82.10 Configuring Flow With Priority and Timeout



82.11 Modify Flow Actions



92.12 Delete Specified Flows



112.13 Delete All Flows



133 Configuring GRE Tunnel



133.1 Overview



143.2 Configuring GRE Tunnel



153.3 Configuring GRE Tunnel with Tunnel-id



184 Configuring QinQ



184.1 Overview



184.2 References



194.2.1 Configuring QinQ



205 Configuring OpenFlow Controller



205.1 Overview



205.2 Topology



225.3 Controller Setup



225.3.1 ovs-controller



245.3.2 floodlight



275.4 OpenFlow Switch Configuration (TCP)



275.5 OpenFlow Switch Configuration (SSL)



296 Appendix



296.1 Appendix A



346.2 Appendix B







List of Figures

3Figure 2-1 : Typical OpenFlow Configuration Topology



14Figure 3-1 : GRE Tunnel Topology



16Figure 3-2 : GRE Tunnel Topology with Tunnel ID



19Figure 4-1 : QinQ Topology



21Figure 5-1 : OpenFlow System connected with 1 controller



22Figure 5-2 : OpenFlow System connected with multiple controllers






1  Preface


1.1  Revision History

		Date

		Version

		Image Version

		Description



		2013-11-1

		Version 1.0

		-

		Initial Version.





2  Configuring Flow


2.1  Overview

V330 supports to manage the flow table with static configurations. User could add flow, modify flow actions, delete flows, or query flow and table statistics by command line interface or OpenFlow channel messages.


V330 supports OpenFlow physical port (port 1 to 48), GRE logical port (port 201 to 263) and reserved port numbers in_port (0xfff8), all (0xfffc), and controller (0xfffd).


V330 supports the following matching fields: Ingress Port (in_port), VLAN ID (dl_vlan), VLAN priority (dl_vlan_pcp), Ether source (dl_src), Ether destination (dl_dst), Ether type (dl_type), IP source (nw_src), IP destination (nw_dst), IP proto (nw_proto), IP ToS bits (nw_tos), TCP/UDP source port (tp_src) and TCP/UDP destination port (tp_dst). User may also specify additional options for flows: priority, idle_timeout and hard_timeout.


V330 supports the following actions: Forward (output), Drop, and Modify-Fields (which includes Set VLAN ID, Push one/two new vlan tags, Pop one/two vlan tags, Modify Ethernet source MAC address and Modify Ethernet destination MAC address).


 SET   \* MERGEFORMAT The following sections describe typical topology and configuration examples for you to manage the flow table with command line interface on V330.


2.2  Configuration Topology


In the following configuration examples, a typical network topology is setup as in Figure 2-1, an OpenFlow switch (Switch1) connects to 2 hosts from port 1 to port 2 respectively, port 3 connects to another OpenFlow switch (Switch2), and these two switches connect to a controller.
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Figure 2-1 : Typical OpenFlow Configuration Topology


2.3  Configuring Flow With Action Forward To Single Port

A flow can be configured on Switch1, it matches flow with fields: “in_port=1, dl_src=00:00:00:00:00:01, dl_dst=00:00:00:00:00:02, dl_type=0x0800(IP)” and action: forward to port 2.


Switch 1

		% ovs-ofctl add-flow br0 "in_port=1, dl_src=00:00:00:00:00:01,dl_dst=00:00:00:00:00:02,dl_type=0x0800, actions=output:2" –O openflow13

		Redirect matching packets from port 1 to port 2.





Validation commands

Verify the configurations of flow with action forward to single port on Switch1.

% ovs-ofctl dump-flows br0 –O openflow13

OFPST_FLOW reply (OF1.3) (xid=0x4):


 cookie=0x0, duration=6.677s, table=0, n_packets=0, n_bytes=0, ip,in_port=1,dl_src=00:00:00:00:00:01,dl_dst=00:00:00:00:00:02 actions=output:2

2.4  Configuring Flow With Action Forward To All Ports

A flow can be configured on Switch1, it matches flow with fields: “in_port=1, dl_vlan=10, dl_vlan_pcp=3, dl_type=0x0800 (IP)” and action: forward to all ports.


Switch 1

		% ovs-ofctl add-flow br0 "in_port=1, dl_vlan=10, dl_vlan_pcp=3,dl_type=0x0800, actions=all" –O openflow13

		Redirect matching packets from port 1 to all ports.





Validation commands

Verify the configurations of flow with action forward to all ports on Switch1, not including ingress port 1.

% ovs-ofctl dump-flows br0 –O openflow13

OFPST_FLOW reply (OF1.3) (xid=0x4):


 cookie=0x0, duration=2.039s, table=0, n_packets=0, n_bytes=0, ip,in_port=1,dl_vlan=10,dl_vlan_pcp=3 actions=ALL

2.5  Configuring Flow With Action Forward To Controller

A flow can be configured on Switch1, it matches flow with fields: “dl_type=0x0800, nw_tos=8, tcp, tp_src=80, tp_dst=90” and action: forward to controller.


Switch 1

		% ovs-ofctl add-flow br0 "dl_type=0x0800,nw_tos=8,tcp,tp_src=80,tp_dst=90 actions=controller" –O openflow13

		Redirect matching packets from any ports to controller.





Validation commands

Verify the configurations of flow with action forward to controller on Switch1.

% ovs-ofctl dump-flows br0 –O openflow13

OFPST_FLOW reply (OF1.3) (xid=0x4):


 cookie=0x0, duration=4.567s, table=0, n_packets=0, n_bytes=0, tcp,nw_tos=8,tp_src=80,tp_dst=90 actions=CONTROLLER:65535


2.6  Configuring Flow With Action Drop

A flow can be configured on Switch1, it matches flow with fields: “in_port=1, dl_type=0x0800”, and action: drop.


Switch 1

		% ovs-ofctl add-flow br0 "in_port=1, dl_type=0x0800, actions=drop" –O openflow13

		Drop matching packets from port 1.





Validation commands

Verify the configurations of flow with action drop on Switch1.

% ovs-ofctl dump-flows br0 –O openflow13

OFPST_FLOW reply (OF1.3) (xid=0x4):


 cookie=0x0, duration=2.747s, table=0, n_packets=0, n_bytes=0, ip,in_port=1 actions=drop

2.7  Configuring Flow With Action Modify Layer 2 header and Forward to multiple ports

A flow can be configured on Switch1, it matches flow with fields: “in_port=1, dl_vlan=10, dl_src=00:00:00:00:00:01, dl_dst=00:00:00:00:00:02,dl_type=0x0800” and actions: mod_vlan_vid:11, mod_dl_src:00:00:00:00:00:03, mod_dl_dst:00:00:00:00:00:04, forward to port 2 and port 3.

Switch 1

		% ovs-ofctl add-flow br0 "in_port=1, dl_vlan=10, dl_src=00:00:00:00:00:01,dl_dst=00:00:00:00:00:02,dl_type=0x0800, actions=set_field:11->vlan_vid,set_field:00:00:00:00:00:03->eth_src,set_field:00:00:00:00:00:04->eth_dst, output:2, output:3" –O openflow13

		Modify layer 2 headers and multicast matching packets from port 1 to port 2, and port 3.





Validation commands

Verify the configurations of flow with action modify layer 2 header and forward to multiple ports on Switch1.

% ovs-ofctl dump-flows br0 –O openflow13

OFPST_FLOW reply (OF1.3) (xid=0x4):


 cookie=0x0, duration=2.79s, table=0, n_packets=0, n_bytes=0, ip,in_port=1,dl_vlan=10,dl_src=00:00:00:00:00:01,dl_dst=00:00:00:00:00:02 actions=set_field:11->vlan_vid,set_field:00:00:00:00:00:03->eth_src,set_field:00:00:00:00:00:04->eth_dst,output:2,output:3

2.8  Configuring Flow With Action Modify Layer 3 header and Forward to multiple ports

The switch supports flow action mod_nw_dst. For flow with mod_nw_dst, the dl_type in the match field should be 0x0800 (ip).


A flow can be configured on Switch1, it matches flow with fields: “in_port=1, dl_vlan=10, dl_src=00:00:00:00:00:01, dl_dst=00:00:00:00:00:02,dl_type=0x0800” and actions: mod_vlan_vid:11, mod_dl_src:00:00:00:00:00:03, mod_dl_dst:00:00:00:00:00:04,mod_nw_dst:1.2.3.4 forward to port 2 and port 3.


Switch 1

		% ovs-ofctl add-flow br0 "in_port=1, dl_vlan=10, dl_src=00:00:00:00:00:01,dl_dst=00:00:00:00:00:02,dl_type=0x0800, actions=set_field:11->vlan_vid,set_field:00:00:00:00:00:03->eth_src,set_field:00:00:00:00:00:04->eth_dst,set_field:1.2.3.4->nw_dst, output:2, output:3" -O openflow13

		Modify layer 2 and layer 3 headers and multicast matching packets from port 1 to port 2, and port 3.





Validation commands

Verify the configurations of flow with action modify layer 3 header and forward to multiple ports on Switch1.

% ovs-ofctl dump-flows br0 –O openflow13

OFPST_FLOW reply (OF1.3) (xid=0x2):  cookie=0x0, duration=2.371s, table=0, n_packets=0, n_bytes=0, ip,in_port=1,dl_vlan=10,dl_src=00:00:00:00:00:01,dl_dst=00:00:00:00:00:02 actions=set_field:11->vlan_vid,set_field:00:00:00:00:00:03->eth_src,set_field:00:00:00:00:00:04->eth_dst,set_field:1.2.3.4->ip_dst,output:2,output:3

2.9  Configuring Flow With Action Modify Layer 4 header and Forward to multiple ports

The switch supports flow action mod_tp_dst. For flow with mod_tp_dst, the dl_type should be 0x0800 (ip) and the nw_proto should be 6 (tcp) or 17 (udp).


A flow can be configured on Switch1, it matches flow with fields: “in_port=1, dl_vlan=20, nw_dst=1.1.1.1,tp_dst=100,tcp” and actions: mod_nw_dst:1.2.3.4, mod_tp_dst:1000 and forward to port 2 and port 3.


Switch 1

		% ovs-ofctl add-flow br0 "in_port=1, dl_vlan=20, nw_dst=1.1.1.1,tp_dst=100,tcp, actions=set_field:1.2.3.4->nw_dst, set_field:1000->tp_dst,output:2,output:3" -O openflow13

		Modify layer 4 headers and multicast matching packets from port 1 to port 2, and port 3.





Validation commands

Verify the configurations of flow with action modify layer 4 header and forward to multiple ports on Switch1.

% ovs-ofctl dump-flows br0 –O openflow13

OFPST_FLOW reply (OF1.3) (xid=0x2):


 cookie=0x0, duration=1.961s, table=0, n_packets=0, n_bytes=0, tcp,in_port=1,dl_vlan=20,nw_dst=1.1.1.1,tp_dst=100 actions=set_field:1.2.3.4->ip_dst,set_field:1000->tcp_dst,output:2,output:3

2.10  Configuring Flow With Priority and Timeout

A flow can be configured on Switch1, it matches flow with fields: “priority=1000, idle_timeout=30, hard_timeout=60, ip” and action: forward to port 2.


Switch 1

		% ovs-ofctl add-flow br0 "priority=1000, idle_timeout=30, hard_timeout=60, ip, actions=output:2" –O openflow13

		Redirect matching packets with optional fields: priority: 1000, idle timeout: 30 seconds, and hard timeout: 60 seconds to port 2.





Validation commands

Verify the configurations of flow with fields’ priority and timeout on Switch1.

% ovs-ofctl dump-flows br0 –O openflow13

OFPST_FLOW reply (OF1.3) (xid=0x4):


 cookie=0x0, duration=2.263s, table=0, n_packets=0, n_bytes=0, idle_timeout=30,hard_timeout=60,priority=1000,ip actions=output:2

2.11  Modify Flow Actions

A flow can be configured on Switch1, it matches flow with fields: “in_port=1, ip” and action: forward to port 2.


Switch 1

		% ovs-ofctl add-flow br0 "in_port=1, ip, actions=output:2" –O openflow13

		Redirect matching packets from port 1 to port 2.





User could modify flow actions to: forward to port 3.


Switch 1

		% ovs-ofctl mod-flows br0 "in_port=1, ip, actions=output:3" –O openflow13

		Modify the flow actions to redirect matching packets from port 1 to port 3.





Validation commands

Verify the configurations of modify flow actions on Switch1.

% ovs-ofctl add-flow br0 "in_port=1, ip, actions=output:2" –O openflow13

% ovs-ofctl dump-flows br0 –O openflow13

OFPST_FLOW reply (OF1.3) (xid=0x4):


 cookie=0x0, duration=1.927s, table=0, n_packets=0, n_bytes=0, ip,in_port=1 actions=output:2


% ovs-ofctl mod-flows br0 "in_port=1, ip, actions=output:3"–O openflow13

% ovs-ofctl dump-flows br0–O openflow13

OFPST_FLOW reply (OF1.3) (xid=0x4):


 cookie=0x0, duration=6.439s, table=0, n_packets=0, n_bytes=0, ip,in_port=1 actions=output:3

2.12  Delete Specified Flows

Four Flows can be configured on Switch1, two flows match packets from port 1, and the other two flows match packets from port 2.


Switch 1


		% ovs-ofctl add-flow br0 "in_port=1, tcp, tp_src=80, actions=drop"–O openflow13

		Drop matching packets from port 1.



		% ovs-ofctl add-flow br0 "in_port=1, tcp, tp_src=81, actions=drop"–O openflow13

		Drop matching packets from port 1.



		% ovs-ofctl add-flow br0 "in_port=2, tcp, tp_src=80, actions=drop"–O openflow13

		Drop matching packets from port 2.



		% ovs-ofctl add-flow br0 "in_port=2, tcp, tp_src=81, actions=drop"–O openflow13

		Drop matching packets from port 2.





User could delete flows with matching fields “in_port=1”.


Switch 1

		% ovs-ofctl del-flows br0 "in_port=1"–O openflow13

		Delete the flows with matching fields “in_port=1”.





Validation commands

Verify the configurations of delete specified flows on Switch1.

% ovs-ofctl add-flow br0 "in_port=1, tcp, tp_src=80, actions=drop"–O openflow13

% ovs-ofctl add-flow br0 "in_port=1, tcp, tp_src=81, actions=drop" –O openflow13

% ovs-ofctl add-flow br0 "in_port=2, tcp, tp_src=80, actions=drop" –O openflow13

% ovs-ofctl add-flow br0 "in_port=2, tcp, tp_src=81, actions=drop" –O openflow13

% ovs-ofctl dump-flows br0


OFPST_FLOW reply (OF1.3) (xid=0x4):


 cookie=0x0, duration=5.683s, table=0, n_packets=0, n_bytes=0, tcp,in_port=1,tp_src=80 actions=drop


 cookie=0x0, duration=5.619s, table=0, n_packets=0, n_bytes=0, tcp,in_port=1,tp_src=81 actions=drop


 cookie=0x0, duration=5.223s, table=0, n_packets=0, n_bytes=0, tcp,in_port=2,tp_src=81 actions=drop


 cookie=0x0, duration=5.556s, table=0, n_packets=0, n_bytes=0, tcp,in_port=2,tp_src=80 actions=drop


% ovs-ofctl del-flows br0 "in_port=1" –O openflow13

% ovs-ofctl dump-flows br0 –O openflow13

OFPST_FLOW reply (OF1.3) (xid=0x4):


 cookie=0x0, duration=16.983s, table=0, n_packets=0, n_bytes=0, tcp,in_port=2,tp_src=81 actions=drop


 cookie=0x0, duration=17.316s, table=0, n_packets=0, n_bytes=0, tcp,in_port=2,tp_src=80 actions=drop

2.13  Delete All Flows

Four flows can be configured on Switch1, two flows match packets from port 1, and the other two flows match packets from port 2.


Switch 1


		% ovs-ofctl add-flow br0 "in_port=1, tcp, tp_src=80, actions=drop" –O openflow13

		Drop matching packets from port 1.



		% ovs-ofctl add-flow br0 "in_port=1, tcp, tp_src=81, actions=drop" –O openflow13

		Drop matching packets from port 1.



		% ovs-ofctl add-flow br0 "in_port=2, tcp, tp_src=80, actions=drop" –O openflow13

		Drop matching packets from port 2.



		% ovs-ofctl add-flow br0 "in_port=2, tcp, tp_src=81, actions=drop" –O openflow13

		Drop matching packets from port 2.





User could delete all flows.


Switch 1

		% ovs-ofctl del-flows br0 –O openflow13

		Delete all flows.





Validation commands

Verify the configurations of delete all flows on Switch1.

% ovs-ofctl add-flow br0 "in_port=1, tcp, tp_src=80, actions=drop" –O openflow13

% ovs-ofctl add-flow br0 "in_port=1, tcp, tp_src=81, actions=drop" –O openflow13

% ovs-ofctl add-flow br0 "in_port=2, tcp, tp_src=80, actions=drop" –O openflow13

% ovs-ofctl add-flow br0 "in_port=2, tcp, tp_src=81, actions=drop" –O openflow13

% ovs-ofctl del-flows br0 –O openflow13

% ovs-ofctl dump-flows br0 –O openflow13

OFPST_FLOW reply (OF1.3) (xid=0x4):


3  Configuring GRE Tunnel


3.1  Overview

V330 supports to create logical GRE tunnel ports with static configurations. The GRE tunnel ports should be named as “gre1”, “gre2”… to “gre63”, each tunnel port has a port number from 201 to 263 respectively. The port number can be used as output port or in-port in a flow.


If an output port number in a flow is a tunnel port, such as “output:201”, all packets match this flow should be encapsulated with a new GRE header, new IP header and new mac header, according to the configurations of the tunnel port. The destination IP address of the new IP header is the tunnel’s remote IP address, and the source IP address is the tunnel port’s local IP address. The destination mac address of the new layer2 header is the tunnel’s nexthop-mac address, and the source mac address is the bind-port’s mac address.


If an incoming GRE packet’s destination IP address matches a tunnel port (such as gre1)’s local IP address, and source IP address matches gre1’s remote IP, this packet will be decapsulated. If the decapsulated packet matches a flow with in-port gre1, the packet will be processed according to this flow’s actions.


Note: a) the GRE port number (201~263) can be used (as output port or in_port) only when the corresponding tunnel port is already created and exists in the result of command “show interface tunnel brief”; b) if a GRE tunnel port is deleted, all flows, which action is outputting to this port or in_port is this port, will be removed.

3.2  Configuring GRE Tunnel

In this configuration example, a GRE tunnel named gre1 is created on both v330 switches. On Switch 1, the remote IP address is 2.2.2.2, local IP address is 1.1.1.1, binding port is eth-0-2, and nexthop mac address is 0.0.2. On Switch 2, the remote IP address is Switch1’s local IP address 1.1.1.1, and the local IP address is Switch1’s remote IP address 2.2.2.2, the nexthop mac address is the mac address of port eth-0-2 on Switch1.
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Figure 3-2 : GRE Tunnel Topology


Switch 1


		% ovs-vsctl add-port br0 gre1 -- set interface gre1 type=gre options:remote_ip=2.2.2.2 options:local_ip=1.1.1.1 options:bind_port=eth-0-2 options:nexthop_mac=0.0.2

		Create GRE tunnel named gre1.

Note: user may specify extra argument: “options:vlan_id:1” to push a new vlan tag onto the L2 header.



		% ovs-ofctl add-flow br0 in_port=1,actions=output:201 –O openflow13

		Redirect all packets from eth-0-1 to tunnel port gre1 with encapsulation



		% ovs-ofctl add-flow br0 in_port=201,actions=output:1 –O openflow13

		Redirect all packets from tunnel port gre1 to port eth-0-1 after encapsulation





Switch 2

		% ovs-vsctl add-port br0 gre1 -- set interface gre1 type=gre options:remote_ip=1.1.1.1 options:local_ip=2.2.2.2 options:bind_port=eth-0-2 options:nexthop_mac=0.0.1

		Create GRE tunnel named gre1



		% ovs-ofctl add-flow br0 in_port=1,actions=output:201 –O openflow13

		Redirect all packets from eth-0-1 to tunnel port gre1 with encapsulation



		% ovs-ofctl add-flow br0 in_port=201,actions=output:1 –O openflow13

		Redirect all packets from tunnel port gre1 to port eth-0-1 after decapsulation





Validation commands


% ovs-vsctl show


Port "gre1"


Interface "gre1"


type: gre


options: {bind_port="eth-0-2", local_ip="2.2.2.2", nexthop_mac="0.0.1", remote_ip="1.1.1.1"}


% ovs-ofctl dump-flows br0 –O openflow13

OFPST_FLOW reply (OF1.3) (xid=0x4):

cookie=0x0, duration=1.031s, table=0, n_packets=0, n_bytes=0, in_port=201 actions=output:1


 cookie=0x0, duration=182.943s, table=0, n_packets=0, n_bytes=0, in_port=1 actions=output:201

3.3  Configuring GRE Tunnel with Tunnel-id

Each flow can be specified a tunnel id before outputting to a tunnel port. The tunnel id is the GRE key in the GRE header. Multi-tunnel-id can be overlaid on one tunnel.


Similarly, each flow can be specified a tunnel port and tunnel id as match key. The V330 supports 150 different combinations of tunnel ports and tunnel ids as match keys.
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Figure 3-3 : GRE Tunnel Topology with Tunnel ID

Switch 1


		% ovs-vsctl add-port br0 gre1 -- set interface gre1 type=gre options:remote_ip=2.2.2.2 options:local_ip=1.1.1.1 options:bind_port=eth-0-2 options:nexthop_mac=0.0.2

		Create GRE tunnel named gre1



		% ovs-ofctl add-flow br0 "in_port=1,actions=set_field:1000->tun_id,output:201" -O openflow13

		Redirect all packets from eth-0-1 to tunnel port gre1 with encapsulation



		% ovs-ofctl add-flow br0 "in_port=201,actions=set_field:1000->tun_id,output:1" -O openflow13

		Redirect all packets from tunnel port gre1 to port eth-0-1 with encapsulation





Switch 2

		% ovs-vsctl add-port br0 gre1 -- set interface gre1 type=gre options:remote_ip=1.1.1.1 options:local_ip=2.2.2.2 options:bind_port=eth-0-2 options:nexthop_mac=0.0.1

		Create GRE tunnel named gre1



		% ovs-ofctl add-flow br0 "in_port=1,actions=set_field:1000->tun_id,output:201" -O openflow13

		Redirect all packets from eth-0-1 to tunnel port gre1 with encapsulation



		% ovs-ofctl add-flow br0 "in_port=201,actions=set_field:1000->tun_id,output:1" -O openflow13

		Redirect all packets from tunnel port gre1 to port eth-0-1 with encapsulation





Validation commands

% ovs-vsctl show


Port "gre1"


Interface "gre1"


type: gre


options: {bind_port="eth-0-2", local_ip="2.2.2.2", nexthop_mac="0.0.1", remote_ip="1.1.1.1"}


% ovs-ofctl dump-flows br0 –O openflow13

OFPST_FLOW reply (OF1.3) (xid=0x4):


cookie=0x0, duration=7.786s, table=0, n_packets=0, n_bytes=0, in_port=1 actions=set_tunnel:0x3e8,output:201


 cookie=0x0, duration=3.214s, table=0, n_packets=0, n_bytes=0, tun_id=0x3e8,in_port=201 actions=output:1

4  Configuring QinQ


4.1  Overview

The 802.1Q specification allows a single VLAN header to be inserted into an Ethernet frame. QinQ allows multiple VLAN headers to be inserted into a single frame, an essential capability for implementing Metro Ethernet network topologies. Just as QinQ extends 802.1Q, QinQ itself is extended by other Metro Ethernet protocols.

V330 can support to operate two vlan tags simultaneously, including: 1）push/pop/modify outer vlan tag; 2) Push two vlan tags; 3) strip two vlan tags.


4.2  References


· OpenFlow 1.0 specification


· OpenFlow 1.2 specification


· Open vSwitch


· IEEE 802.1q

· IEEE 802.1ad

4.2.1  Configuring QinQ

V330 supports edit two vlan tags simultaneously.


Here is a brief description of vlan operation in each switch:


· Switch1: push a vlan 300 before vlan 16.


· Switch2: swap the outer vlan 300 with vlan 400.


· Switch3: pop the two vlan tags.
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Figure 4-4 : QinQ Topology


Switch1

		% ovs-ofctl add-flow br0 in_port=1,dl_vlan=16,actions=push_vlan:0x8100,set_field:300->vlan_vid,output:2 –O openflow13

		Inset a new vlan tag 300.





Switch2

		% ovs-ofctl add-flow br0 in_port=1,dl_vlan=300,actions=set_field:400->vlan_vid,output:2 –O openflow13

		Replace the outer vlan tag 300 with vlan 400.





Switch3

		% ovs-ofctl add-flow br0 in_port=1,dl_vlan=400,actions=pop_vlan,pop_vlan,output:2 –O openflow13

		Strip the two vlan tags.





5  Configuring OpenFlow Controller


5.1  Overview

This chapter describes how to download, build and operate the OpenFlow controller. There are two controllers will be discussed, one is Open vSwitch (OVS) controllers, and the other is floodlight.


5.2  Topology

The following figures show the typical topologies of OpenFlow switch systems.


Figure 5-1 shows OpenFlow switch system connected with 1 controller.


Figure 5-2 shows OpenFlow switch system connected with 3 controllers.
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Figure 5-5 : OpenFlow System connected with 1 controller
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Figure 5-6 : OpenFlow System connected with multiple controllers


5.3  Controller Setup


Here is a brief guide how to download, build and operate controllers: ovs-controller and floodlight.

5.3.1  ovs-controller

The controller: ovs-controller is provided by Open vSwitch written in C language.

Download the controller

You can download the controller from http://openvswitch.org/download.


Build/compile the controller

The following steps show you how to build/compile the controller from source code.


Step 1 Unpack the package.

% tar xzvf openvswitch-1.5.0.tar.gz

Step 2 Enter the directory openvswitch-1.2.2.

% cd openvswitch-1.5.0

Step 3 Configure the program.

% ./configure

Step 4 Make the program “ovs-controller”

% make utilities/ovs-controller

Step 5 Make script “ovs-pki” if you need to generate SSL key files (Optional)

% make utilities/ovs-pki

The program “ovs-controller” should be located under the directory “openvswitch-1.5.0/utilities”.

The script “ovs-pki” should be located under the directory “openvswitch-1.5.0/utilities”.

Operate the controller

To start the controller, you can enter

1. Basic settings with passive TCP connection listen on port 6633


% ./ovs-controller ptcp:6633


2. With pre-configured flow file:


% ./ovs-controller ptcp:6633 --with-flows FLOW_FILEPATH

The flow file is in open vSwitch flow format.


Eg.


ip actions=drop


priority=3999,dl_dst=00:00:00:00:00:01,dl_vlan=128 actions=output:3
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For details, please refer to Appendix A.


3. With SSL channel


% ./ovs-controller ptcp:6633 –p PRIVATE_KEY_FILE –c CERTIFICATE_FILE –C CA_CERTIFICATE_FILE
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PRIVATE_KEY_FILE: file with private key


CERTIFICATE_FILE: file with certificate for private key


CA_CERTIFICATE_FILE: file with peer CA certificate


To generate the 3 files described above please refer to Appendix 2.

5.3.2  floodlight


The controller: floodlight is provided by BigSwitch written in Java language.

Download the controller


You can download the controller from http://floodlight.openflowhub.org/download.


Build/compile the controller


Step 1 Unpack the package:


% unzip flooglight0.82.zip

Step 2 Enter the directory


% cd flooglight0.82

Operate the controller

Run the controller: (the default port number is 6633)


% java -jar floodlight-0.82.jar

To add/remove flow and show details of switch from floodlight, please refer to the API guide provide by floodlight show below:


API Summary


		URI

		Description

		Arguments



		/wm/staticflowentrypusher/json

		Add/Delete static flow

		HTTP POST data (add flow), HTTP DELETE (for deletion)



		/wm/staticflowentrypusher/list/<switch>/json

		List static flows for a switch or all switches

		switch: Valid Switch DPID (XX:XX:XX:XX:XX:XX:XX:XX) or "all"



		/wm/staticflowentrypusher/clear/<switch>/json

		Clear static flows for a switch or all switches

		switch: Valid Switch DPID (XX:XX:XX:XX:XX:XX:XX:XX) or "all"





Adding a static flow


Step 1 Static Flow Pusher is accessible via a REST API so there are multiple ways to access it. For example, to insert a flow on switch 1 that takes packets from port 1 and outputs them on port 2, you can simply use a curl command. The second command will dump the flow so you can see it set.


% curl -d '{"switch": "00:00:00:00:00:00:00:01", "name":"flow-mod-1", "cookie":"0", "priority":"32768", "ingress-port":"1","active":"true", "actions":"output=2"}' http://<controller_ip>:8080/wm/staticflowentrypusher/json


curl http://<controller_ip>:8080/wm/core/switch/1/flow/json;


Step 2 Deleting a static flow


To delete a static flow you send an HTTP DELETE that includes the name of the flow.


% curl -X DELETE -d '{"name":"flow-mod-1"}' http://<controller_ip>:8080/wm/staticflowentrypusher/json


Possible properties of a flow entry:


		Key

		Value

		Notes



		switch

		<switch ID>

		ID of the switch (data path) that this rule should be added to xx:xx:xx:xx:xx:xx:xx:xx



		name

		<string>

		Name of the flow entry, this is the primary key, it MUST be unique



		actions

		<key>=<value> 

		See table of actions below 
Specify multiple actions using a comma-separated list Specifying no actions will cause the packets to be dropped



		priority

		<number>

		default is 32767 maximum value is 32767



		active

		<boolean>

		-



		wildcards

		-

		-



		ingress-port

		<number>

		switch port on which the packet is received Can be hexadecimal (with leading 0x) or decimal



		src-mac

		<mac address>

		xx:xx:xx:xx:xx:xx



		dst-mac

		<mac address>

		xx:xx:xx:xx:xx:xx



		vlan-id

		<number>

		Can be hexadecimal (with leading 0x) or decimal



		vlan-priority

		<number>

		Can be hexadecimal (with leading 0x) or decimal



		ether-type

		<number>

		Can be hexadecimal (with leading 0x) or decimal



		tos-bits

		<number>

		Can be hexadecimal (with leading 0x) or decimal



		protocol

		<number>

		Can be hexadecimal (with leading 0x) or decimal



		src-ip

		<ip address>

		xx.xx.xx.xx



		dst-ip

		<ip address>

		xx.xx.xx.xx



		src-port

		<number>

		Can be hexadecimal (with leading 0x) or decimal



		dst-port

		<number>

		Can be hexadecimal (with leading 0x) or decimal





5.4  OpenFlow Switch Configuration (TCP)


Switch1’s configuration is shown below:

% ovs-vsctl set-controller br0 tcp:10.10.38.96:6633

show configured controller

% ovs-vsctl get-controller br0

tcp:10.10.38.96:6633

To get the datapath ID that is used in Floodlight, please enter the command:


% ovs-ofctl show br0

OFPT_FEATURES_REPLY (xid=0x1): ver:0x1, dpid:000000017af487f2

5.5  OpenFlow Switch Configuration (SSL)


Firstly, you need to generate a unique private/public key pair and a certificate that signs that public key for OpenFlow switch and controller. Please refer to Appendix 2 to generate the 3 files described above.


Once you have the 3 files, you can transfer and configure them on the switch show below.

Transfer the 3 files to the switch via either tftp or ftp to switch flash (/mnt/flash):


sc-private.pem, sc-cert.pem, cacert.pem


Switch1’s configuration is shown below:

% ovs-vsctl set-ssl sc-private.pem sc-cert.pem cacert.pem

% ovs-vsctl set-controller br0 ssl:10.10.38.96:6633


% ovs-vsctl get-controller br0

ssl:10.10.38.96:6633

Configurations of ovs-controller:

% ./ovs-controller pssl:6644 --private-key=./ctl-privkey.pem --certificate=./ctl-cert.pem --ca-cert=./cacert.pem.

Please refer to Appendix B for details.


Validation


The result of show OpenFlow flow is as follows.

% ovs-ofctl dump-flows br0

OFPST_FLOW reply (OF1.3) (xid=0x4):


 cookie=0x0, duration=3630.211s, table=0, n_packets=0, n_bytes=0, ip actions=drop

 cookie=0x0, duration=19909.487s, table=0, n_packets=0, n_bytes=0, tcp actions=output:1

6  Appendix


6.1  Appendix A


Flow File format


The flow file should be in the format


FLOW_DESCRIPTION actions=ACTIONS


FLOW_DESCRIPTION

FLOW specifies a flow entry in the format described in Flow Syntax. FLOW descriptions should be in normal form. This means to specify a value for an L3 field, a particular L2 protocol must be specified. And the same applies for L4 fields. Such flow descriptions comprise a series field=value assignments, separated by commas.


The supported flow syntax fields are shown below:


· in_port = port_number


Ingress port number


· dl_src = xx:xx:xx:xx:xx:xx


Ethernet source address

· dl_dst = xx:xx:xx:xx:xx:xx [/ xx:xx:xx:xx:xx:xx]


Ethernet destination address

This keyword supports a wildcard mask following the slash. Only four masks are allowed.


· 01:00:00:00:00:00


Match only the multicast bit. Thus, dl_dst = 01:00:00:00:00:00/01:00:00:00:00:00 matches all multicast (including broadcast) Ethernet packets, and dl_dst = 00:00:00:00:00:00/01:00:00:00:00:00 matches all unicast Ethernet packets.

· fe:ff:ff:ff:ff:ff


Match all bits except the multicast bit. This is probably not useful.

· ff:ff:ff:ff:ff:ff


Exact match (equivalent to omitting the mask)

· 00:00:00:00:00:00


Wildcard all bits (equivalent to dl_dst = *).

· dl_type = ethertype

Ethernet Protocol type ethertype, such as 0x0806 to match ARP packets

· dl_vlan_pcp = priority

Matches IEEE 802.1q Priority Code Point (PCP) priority

· dl_vlan = vlan


Matches IEEE 802.1q Virtual LAN tag vlan

· vlan_tci = tci

Matches modified VLAN TCI.

· nw_src = ip[/netmask]

IPv4 source address

· nw_dst = ip[/netmask]

IPv4 destination address

The optional netmask allows restricting a match to an IPv4 address prefix. The netmask may be specified as a dotted quad (e.g. 192.168.1.0/255.255.255.0) or as a CIDR block (e.g. 192.168.1.0/24). When dl_type is wildcarded or set to a value other than 0x0800 or 0x0806, the values of nw_src and nw_dst are ignored.


· nw_proto = proto

IP Protocol type proto which is specified as a decimal number between 0 and 255, inclusive (e.g. 1 to match ICMP packets or 6 to match TCP packets)

· nw_tos = tos

IP ToS/DSCP traffic class field ToS which is specified as a decimal numberc between 0 and 255, inclusive.


· tp_src = port

UDP or TCP source port.


· tp_dst = port

UDP or TCP destination port which is specified as a decimal number between 0 and 65535, inclusive (e.g. 80 to match packets originating from a HTTP server)

· icmp_type = type

ICMP Protocol type which is specified as a decimal number between 0 and 255

When dl_type and nw_proto take other values other than ICMP, the values of this setting is ignored.


· icmp_code = code


ICMP Protocol code which is specified as a decimal number between 0 and 255

When dl_type and nw_proto take other values other than ICMP, the values of this setting is ignored.


· idle_timeout = seconds

Causes the flow to expire after the given number of seconds of inactivity

A value of 0 (the default) prevents a flow from expiring due to inactivity.

· hard_timeout = seconds

Causes the flow to expire after the given number of seconds, regardless of activity

A value of 0 (the default) gives the flow no hard expiration deadline.


The following shorthand notations are also available:

		ip

		dl_type = 0x0800



		tcp

		dl_type = 0x0800, nw_proto=6



		udp

		dl_type = 0x0800, nw_proto=17



		arp

		0x0806



		icmp

		dl_type = 0x0800, nw_proto=1
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For further information, please refer to: open vswitch manual: ovsman-ovs-ofctl.pdf, page 3.


ACTIONS

Specifies an action to take on a packet when the flow entry matches. The target may be a decimal port number designating the physical port on which to output the packet, or one of the following keywords:

· drop


Drop the packets matches the flow entry

· controller


Sends the packet to the OpenFlow controller as a ‘‘packet in’’ message

· output


Redirect packets to the specified interface


· all

Outputs the packet on all switch physical ports other than the port on which it was received


· in_port

Outputs the packet on the port from which it was received


When the action is output, the keyword ‘set-field’ can be used to modify the packets matching the flow. The set-field descriptions comprise a series field: value assignments, separated by commas.


The supported set-field syntax fields are shown below:


· set_field: mac_address->eth_src

Sets the source MAC address

· set_field: mac_address->eth_dst

Sets the destination MAC address

· set_field: vlan_id->vlan_vid

Modifies the VLAN ID on a packet. The VLAN tag is added or modified as necessary to match the value specified. If the VLAN tag is added, a priority of zero is used.

· set_field: ip->nw_dst

Sets the IPv4 destination address

· set_field: port->tp_dst

· Sets the TCP destination port

· set_field: port->udp_dst

Sets the UDP destination port


· set_field: tunnel_id->tun_id

Sets the tunnel id


· push_vlan: ethertype

Push a vlan tag before the original outer vlan tag if it is present. Need to mod_vlan_vid after push_vlan to set the new vlan tag’s vid. The new tag’s cos is copied from original outer vlan tag if present. The ether-type should be same with the switch’s qinq configuration.

· strip_vlan

Strips the outer VLAN tag from a packet if it is present.

· pop_vlan

Same with strip_vlan, strips the outer VLAN tag from a packet if it is present.

6.2  Appendix B


SSL Configuration

Here is a brief guide provided by open vswitch that can be used in ovs-controller. You need the pki tool ovs-pki which is provided by open vswitch.


SSL Concepts for OpenFlow


-------------------------


This section is an introduction to the public-key infrastructure architectures that Open vSwitch supports for SSL authentication.


To connect over SSL, every Open vSwitch must have a unique private/public key pair and a certificate that signs that public key. Typically, the Open vSwitch generates its own public/private key pair. There are two common ways to obtain a certificate for a switch:


· Self-signed certificates: The Open vSwitch signs its certificate with its own private key.  In this case, each switch must be individually approved by the OpenFlow controller(s), since there is no central authority. This is the only switch PKI model currently supported by NOX (http://noxrepo.org).

· Switch certificate authority: A certificate authority (the "switch CA") signs each Open vSwitch's public key.  The OpenFlow controllers then check that any connecting switches' certificates are signed by that certificate authority. This is the only switch PKI model supported by the simple OpenFlow controller included with Open vSwitch.


Each Open vSwitch must also have a copy of the CA certificate for the certificate authority that signs OpenFlow controllers' keys (the "controller CA" certificate).  Typically, the same controller CA certificate is installed on all of the switches within a given administrative unit.  There are two common ways for a switch to obtain the controller CA certificate:


· Manually copy the certificate to the switch through some secure means, e.g. using a USB flash drive, or over the network with "scp", or even FTP or HTTP followed by manual verification.


· Open vSwitch "bootstrap" mode, in which Open vSwitch accepts and saves the controller CA certificate that it obtains from the OpenFlow controller on its first connection. Thereafter the switch will only connect to controllers signed by the same CA certificate.


Establishing a Public Key Infrastructure


----------------------------------------


Open vSwitch can make use of your existing public key infrastructure. If you already have a PKI, you may skip forward to the next section. Otherwise, if you do not have a PKI, the ovs-pki script included with Open vSwitch can help.  To create an initial PKI structure, invoke it as:


% ovs-pki init


Create and populate a new PKI directory. The default location for the PKI directory depends on how the Open vSwitch tree was configured (to see the configured default, look for the --dir option description in the output of "ovs-pki --help").


The pki directory contains two important subdirectories.  The controllerca subdirectory contains controller CA files, including the following:


· cacert.pem: Root certificate for the controller certificate authority.  Each Open vSwitch must have a copy of this file to allow it to authenticate valid controllers. 

· private/cakey.pem: Private signing key for the controller certificate authority.  This file must be kept secret.  There is no need for switches or controllers to have a copy of it.


The switchca subdirectory contains switch CA files, analogous to those in the controllerca subdirectory:

· Cacert.pem: Root certificate for the switch certificate authority. The OpenFlow controller must have this file to enable it to authenticate valid switches.


· Private/cakey.pem: Private signing key for the switch certificate authority.  This file must be kept secret. There is no need for switches or controllers to have a copy of it.


After you create the initial structure, you can create keys and certificates for switches and controllers with ovs-pki. Refer to the ovs-pki(8) manage for complete details.  A few examples of its use follow:


· CONTROLLER KEY GENERATION


To create a controller private key and certificate in files named ctl-privkey.pem and ctl-cert.pem, run the following on the machine that contains the PKI structure:


% ovs-pki req+sign ctl controller


ctl-privkey.pem and ctl-cert.pem would need to be copied to the controller for its use at runtime. If you were to use ovs-controller, the simple OpenFlow controller included with Open vSwitch, then the --private-key and --certificate options, respectively, would point to these files.


It is very important to make sure that no stray copies of ctl-privkey.pem are created, because they could be used to impersonate the controller.


· SWITCH KEY GENERATION WITH SELF-SIGNED CERTIFICATES


If you are using self-signed certificates (see "SSL Concepts for OpenFlow"), this is one way to create an acceptable certificate for your controller to approve.


1. Run the following command on the Open vSwitch itself:


% ovs-pki self-sign sc


(This command does not require a copy of any of the PKI files generated by "ovs-pki init", and you should not copy them to the switch because some of them have contents that must remain secret for security.)


The "ovs-pki self-sign" command has the following output:


· Sc-privkey.pem, the switch private key file.  For security, the contents of this file must remain secret.  There is ordinarily no need to copy this file off the Open vSwitch.


· Sc-cert.pem, the switch certificate, signed by the switch's own private key.  Its contents are not a secret.


2. Optionally, copy controllerca/cacert.pem from the machine that has the OpenFlow PKI structure and verify that it is correct. (Otherwise, you will have to use CA certificate bootstrapping when you configure Open vSwitch in the next step.)


3. Configure Open vSwitch to use the keys and certificates (see "Configuring SSL Support", below).

· SWITCH KEY GENERATION WITH A SWITCH PKI (EASY METHOD)


If you are using a switch PKI (see "SSL Concepts for OpenFlow", above), this method of switch key generation is a little easier than the alternate method described below, but it is also a little less secure because it requires copying a sensitive private key from file from the machine hosting the PKI to the switch.


1. Run the following on the machine that contains the PKI structure:


% ovs-pki req+sign sc switch


This command has the following output:


· Sc-privkey.pem, the switch private key file.  For security, the contents of this file must remain secret.


· Sc-cert.pem, the switch certificate.  Its contents are not a secret.


2. Copy sc-privkey.pem and sc-cert.pem, plus controllerca/cacert.pem, to the Open vSwitch.


3. Delete the copies of sc-privkey.pem and sc-cert.pem on the PKI machine and any other copies that may have been made in transit. It is very important to make sure that there are no stray copies of sc-privkey.pem, because they could be used to impersonate the switch.


(Don't delete controllerca/cacert.pem!  It is not security-sensitive and you will need it to configure additional switches.)


4. Configure Open vSwitch to use the keys and certificates (see "Configuring SSL Support", below).


· SWITCH KEY GENERATION WITH A SWITCH PKI (MORE SECURE)


If you are using a switch PKI (see "SSL Concepts for OpenFlow", above), then, compared to the previous method, the method described here takes a little more work, but it does not involve copying the private key from one machine to another, so it may also be a little more secure.


1. Run the following command on the Open vSwitch itself:


% ovs-pki req sc switch


(This command does not require a copy of any of the PKI files generated by "ovs-pki init", and you should not copy them to the switch because some of them have contents that must remain secret for security.)


The "ovs-pki req" command has the following output:


· Sc-privkey.pem, the switch private key file.  For security, the contents of this file must remain secret. There is ordinarily no need to copy this file off the Open vSwitch.


· Sc-req.pem, the switch "certificate request", which is essentially the switch's public key.  Its contents are not a secret.


· A fingerprint, on stdout.


2. Write the fingerprint down on a slip of paper and copy sc-req.pem to the machine that contains the PKI structure.


3. On the machine that contains the PKI structure, run:

% ovs-pki sign sc switch


This command will output a fingerprint to stdout and request that you verify it.  Check that it is the same as the fingerprint that you wrote down on the slip of paper before you answer "yes".


"ovs-pki sign" creates a file named sc-cert.pem, which is the switch certificate.  Its contents are not a secret.


1. Copy the generated sc-cert.pem, plus controllerca/cacert.pem from the PKI structure, to the Open vSwitch, and verify that they were copied correctly.


You may delete sc-cert.pem from the machine that hosts the PKI structure now, although it is not important that you do so.  (Don't delete controllerca/cacert.pem!  It is not security-sensitive and you will need it to configure additional switches.)


2. Configure Open vSwitch to use the keys and certificates (see "Configuring SSL Support", below).


Configuring SSL Support


SSL configuration requires three additional configuration files. The first two of these are unique to each Open vSwitch.  If you used the instructions above to build your PKI, then these files will be named sc-privkey.pem and sc-cert.pem, respectively:


· A private key file, which contains the private half of an RSA or DSA key.


This file can be generated on the Open vSwitch itself, for the greatest security, or it can be generated elsewhere and copied to the Open vSwitch.


The contents of the private key file are secret and must not be exposed.

· A certificate file, which certifies that the private key is that of a trustworthy Open vSwitch.


This file has to be generated on a machine that has the private key for the switch certification authority, which should not be an Open vSwitch; ideally, it should be a machine that is not networked at all.


The certificate file itself is not a secret.


The third configuration file is typically the same across all the switches in a given administrative unit. If you used the instructions above to build your PKI, then this file will be named


cacert.pem:


· The root certificate for the controller certificate authority. The Open vSwitch verifies it that is authorized to connect to an OpenFlow controller by verifying a signature against this CA certificate.


Unlike most Open vSwitch settings, the SSL settings are read only once, at ovs-vswitchd startup time. For changes to take effect, ovs-vswitchd must be killed and restarted.
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